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Abstract  
‘BIG DATA’ has been getting much importance in different industries over the last year or two, 

on a scale that has generated lots of data every day. Big Data is a term applied to data sets of very 

large size such that the traditional databases are unable to process their operations in a 

reasonable amount of time. It has tremendous potential to transform business and power in 

several ways. Here the challenge is not only storing the data, but also accessing and analyzing 

the required data in specified amount of time. One of the popular implementation to solve the 

above challenges of big data is using Hadoop. Hadoop is well-known open-source 

implementation of the MapReduce programming model for processing big data in parallel of 

data-intensive jobs on clusters of commodity servers. It is highly scalable compute platform. 

Hadoop enables users to store and process bulk amount which is not possible while using less 

scalable techniques.  
Twitter, one of the largest social media site receives tweets in millions every day in the range of 
Zettabyte per year. This huge amount of raw data can be used for industrial or business purpose 
by organizing according to our requirement and processing. This paper provides a way of 
analyzing of big data such as twitter data using Apache Hadoop which will process and analyze 
the tweets on a Hadoop clusters. This also includes visualizing the results into a pictorial 
representations of twitter users and their tweets.  
Index Terms— BigData , Hadoop, MapReduce 

 

I. INTRODUCTION   
Over past ten years, industries and organizations doesn’t need to store and perform much operations 
and analytics on data of the customers. But around from 2005, the need to transform everything into 
data is much entertained to satisfy the requirements of the people. So Big data came into picture in 
the real time business analysis of processing data. 
  
The term big data refers to the data that is generating around us everyday life. It is generally 
exceeds the capacity of normal conventional traditional databases. For example by combining a 
large number of signals from the user’s actions and those of their friends, Facebook developed the 
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large network area to the users to share their views, ideas and lot many things. 
  
The value of big data to an organizations falls into two categories: analytical use and enabling new 
products based on the existing ones. Big data can reveal the issues hidden by data that is too costly 
to process and perform the analytics such as user’s transactions, social and geographical data issues 
faced by the industry. 
  
The major characteristics and challenges of big data are Volume, Velocity, and Variety. These are 
called as 3V’s of big data which are used to characterize different aspects of big data. 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

Fig1 : BigData Challenges 

 

Velocity 
 
The Velocity is defined as the speed at which the data is created, modified, retrieved and processed. 
This is one of the major challenges of big data because the amount of time for processing and 
performing different operations are considered a lot when dealing with massive amounts of data. 
  
If we use traditional databases for such types of data, then it is useless and doesn’t give full 
satisfaction to the customers in the organizations and industries. 
  
So processing rate of such data is taken into account considerably when talking about big data. 
Hence volume is one of the big challenges in dealing with big data. 

 

Volume 
 
The second challenge is the volume i.e amount of data which is processed. There are many business 
areas where we are uploading and processing the data in very high rate in terms of terabytes and 
zeta bytes. If we take present statistics, every day we are uploading around 25 terabytes of data into 
facebook, 12 terabytes of data in twitter and around 10 terabytes of data from various devices like 
RFID, telecommunications and networking. 
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Here the storing of these huge amounts of data will require high clusters and large servers with high 
bandwidth. And here the problem is not only storing the information but also the processing at 
much higher speed. This became the major issue nowadays in most of the companies. 

 

Variety 
 
In the distributed environment there may be the chances of presenting various types of data. This is 
known as variety of data. These can be categorized as structured, semi structured and unstructured 
data. The process of analysis and performing operations are varying from one and another. Social 
media like Facebook posts or Tweets can give different insights, such as sentiment analysis on your 
brand, while sensory data will give you information about how a product is used and what the 
mistakes are. So this is the major issue to process information from different sets of data. 
 

Veracity 
 
Big data Veracity refers to the biases, noise and abnormally in data. It is the data that is being 
stored, and mined meaningful to the problem being analysed. In other words, Veracity can be 
treated as the uncertainty of data due to data inconsistency and incompleteness, ambiguities, 
latency, model approximations in the process of analysing data. 

 

II. HADOOP- MAPREDUCE  

 

In the distributed environment, the data should be available to users and capable of performing 
different analysis from databases in a specified amount of time. If we use the normal approaches, it 
will be difficult to achieve big data challenges. So these types of data required a specialized 
platform to deal in such cases. 
  
Hadoop is the one of the solution to solve big data problems. Hadoop is the open source flexible 
infrastructure for large scale computation and data processing on a network commodity of hardware 
systems. Here it deals with both structured and unstructured data and various challenges of big data 
are solved. The main components of Hadoop are commodity hardware and MapReduce. 
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Fig 2: MapReduce Technique 

 

Here MapReduce is the heart of  Hadoop and each job is performed by this technique only. It is this 
programming paradigm that allows for massive scalability across hundreds or thousands of servers 
in a Hadoop cluster. The term MapReduce refers to two tasks in Hadoop i.e. Map and Reduce. In 
the first step, it takes the data and converts it into another set of data. Here the each word is referred 
as key and the number of occurrences is treated as value. So MapReduce tuple consists of key value 
pairs. Then second step consists of reduce operation where it takes the output from a map as input 
and combines those data tuples into a smaller set of tuples. As the sequence of the name 
MapReduce implies, the reduce job is always performed after the map job. 
 

 

III. PROPOSED SYSTEM  

 

The major issues involved in big data are the following: 
 
The first challenge faced is storing and accessing the information from the large huge amount of 
data sets from the clusters. We need a standard computing platform to manage large data since the 
data is growing, and data stores in different data storage locations in a centralized system, which 
will scale down the huge data into sizable data for computing. 
  
The second challenge is retrieving the data from the large social media data sets. In the scenarios 
where the data is growing daily, it’s somewhat difficult to accessing the data from the large 
networks if we want to do specific action to be performed. 
  
The third challenge concentrates on the algorithm design for handling the problems raised by the 
huge data volume and the dynamic data characteristics. 
  
This paper proposes three modules for finding and performing operation on social media data sets.  

http://www-01.ibm.com/software/data/infosphere/hadoop/
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The main scope of the project is to analyzing and fetching the Twitter IDs of those users whose 
statuses have been retweeted the most by the user whose tweets are being analyzed. 
 
First the system involves collecting the tweets from the social network using the twitter API’s. Then 
second, this consists of standard platform as Hadoop to solve the challenges of big data through 
MapReduce framework where the complete data is mapped to frequent datasets and reduced to 
smaller sizable data to ease of handling. And finally includes analysing the collected tweets and 
fetching the Twitter IDs of those users whose statuses have been retweeted the most by the user 
whose tweets are being analysed. 

 

IV. SYSTEM ARCHITECTURE 

 

The following figure shows the system architecture of the proposed system: 

  
In the first step I collected the Twitter data (Tweets) using API streaming of tokens and apache 
flume. Then I uploaded the tweets into Hadoop Files Systems by hdfs commands. It includes 
moving of complete tweets of different users to file systems. And Finally I applied MapReduce 
Technique to find out the Twitter ID’s of the most tweeted people. After performing the 
MapReduce job, it retrieves the resulted data with the ids. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3: System Architecture 
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V. APPLICATIONS AND SCOPE  
The major applications of the big data are 
 
 Sentiment Analysis: Sentiment data is unstructured data that represents opinions, emotions, and 

attitudes contained in sources such as social media posts, blogs, online product reviews, and 
customer support interactions. 
Different companies and Organizations use social media analysis to understand how the public 
feels about something at a particular moment in time, and also to track how those opinions 
change over time. 


 Text Analytics: It is the process of deriving the high quality information from the raw data such 

as unstructured data and predicting the analysis. 

 Volume Trending: Here volume is estimated in terms of amount of data to process a job. 

Volume trending is a big issue nowadays. Day by day it has been increasing in a much higher 
rate in the organizations and social media sites etc. 


 Predictive Analytics: Predictive analysis gives the predictive scores to the organizations to help 

in making the smart decisions and improve business solutions. It optimizes marketing 
campaigns and website behavior to increase customer responses in business, conversions and 
meetings, and to decrease the burden on the people. Each customer's predictive score informs 
actions to be taken with that customer. 

 Massively Scalable Architectures: 

 Social Media Data: With Hadoop, we can mine Twitter, Facebook and other social media 

conversations for sentiment data about people and used it to make targeted, real time decisions 
that increase market share. 

 Web Clickstream data: Hadoop makes easy to track customers and their activities in different 
issues like products purchasing and viewing etc. It makes analyzers to know the behavior and 
interest of the customers and can able to visualize similar type of products to the customers. 

 
A. Scope  

The Proposed system can finds the most popular information about the people, organizations and 
can be used in the field of analytics.  

Applications 
 Finding out the twitter id’s of those persons whose tweets are retweeted number of 

times. 

 Finds the most number of follows in the social networking sites. 

 This system can be useful to track the business analysis of the organizations. 

 Allows researchers to retrieve and analyze the data easily from large datasets. 
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VI. SCREENSHOTS 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

A.  Hadoop Cluster Setup B. Installing Package 
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C.  Twitter Setup Packages D. Results of the System 
 

 

VII. FUTURE WORK  
Nowadays big data has become the buzzword in IT industry organizations. The need of analysing 
and processing of information has grown a lot. This paper implemented the analysing of big data 
(tweets) only for text. Further analysis can be done to images and all types of multimedia files based 
on index support. The result of Text mining and data analysis would help in suggesting related 
pages based on different types of data. So that industries make the data easily available to people 
who is using and trying accessing such type of data. 
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VIII. CONCLUSION  
Traditional Enterprise Data Warehouses do not have the ability to keep up with rapidly increasing 
social media data. With this system, one can build a dashboard to monitor the sentiment of Twitter 
traffic around any given topic in near real-time (that is, with a delay of 1-2 minutes), allowing you 
or your users to take advantage of near real-time Twitter sentiment for business insights or any 
other purpose. 
  
There are several ways to define and analyse the social media data such as facebook, Twitter etc. 
Here anyone can perform different operations queries in these type of data. But the problem arises 
when dealing with bigdata of several types of unstructured data. Here it is solved by using Hadoop 
and its packages. And we have done some analysis on the tweets and the most number of tweet ids. 
 
So it is concluded that processing time and retrieving capabilities are made very easy when 
compared to other processing and analysing techniques for large amounts of data. 
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