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Abstract 

The term ‘Big Data’ is not just the data in terabytes, but also used to get information and knowledge in a 

response time. The Big Data has spread in the frameworks of cloud computing and business intelligence 

for the organization. Thru this paper we have tried to explore Big Data and the research work going on 

this field.  Also we have tried to discuss different programming frameworks, techniques and tools used by 

organization for analysis its large-scale data where as analytics almost all the framework are based on the 

MapReduce scheme, Hadoop and open-source implementation.  
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INTRODUCTION  

Today the big data have a lot of attention in term of techniques to process, analyze, visualize and storing 

potentially in a large data sets at reasonable time. For the last years, the field of “Big Data” has emerged as 

the new frontier in the wide spectrum of IT-enabled innovation and opportunities allowed by the information 

revolution. Through the beginning of the 21
st
 century and the information explosion accelerates each year by 

40 percent. This is called the “Big Data revolution” and it is not only big in volume, it is also big in variety 

and velocity meaning different types of data at a wide range of input speeds and refresh frequencies. Every 

day, we create trillions of data all over the world. 
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Big Data analytics is the process of analyzing and mining Big Data – can produce operational and business 

knowledge at an unprecedented scale and specificity. The advanced technology is to be used for storage, 

processing, and analysis of Big Data. Large firms such as Google, Yahoo, Oracle, Amazon, IBM, Microsoft, 

Twitter, Facebook and Amazon are providing cloud models that incorporate sound data storage solutions. 

Hadoop MapReduce clusters are one of the most popular cluster deployments in the cloud for big data [1]. 

Large firm has its own framework, tools and techniques for Big Data according to the use of its firm for 

future predicts to help them business growing organization. The data is from social networking sites, 

ecommerce, scientific experiments, mobile conversations, sensor networks, government, banking/insurance, 

manufacturing and various other sources. We have new tools and techniques to organize, manage, store, 

process and analyze Big Data. 

 

LITERATURE REVIEW ON TECHNIQUES AND TOOLS   

Hadoop - The initial version of Hadoop was created in 2004 by Doug Cutting it is a framework that can be 

installed on a commodity Linux cluster to permit large scale distributed data analysis. It is based on the 

MapReduce programming model consists of several modules which provide different parts of the necessary 

functionality to distribute tasks and data across a cluster [2]. The Hadoop framework is designed to provide 

shared storage and analysis infrastructure. The storage portion of the Hadoop framework is provided by a 

distributed file system solution such as HDFS, while the analysis functionality is presented by MapReduce. 

MapReduce - MapReduce programming model has been used at Google for many different purposes for the 

generation of data of Google’s production web search service, sorting, data mining, machine learning and 

many other systems with parallel and distributed systems. Implementation of MapReduce for large clusters 

of machines comprising thousands of machines [3]. MapReduce adopts a flexible computation model with a 

simple interface consisting of map and reduce functions. MapReduce is well-recognized for its scalability, 

flexibility, fault tolerance and a number of other attractive features [4]. . There are two basic operations for 

MapReduce on the data i.e. Map and Reduce function.  

Mappers are applied to all input key-value pairs, which generate an arbitrary number of intermediate key-

value pairs. Reducers are applied to all values associated with the same key. Between the map and reduce 

phases lies a barrier that involves a large distributed sort and group by. 

Map        : (k1; v1) ! [(k2; v2)] 

Reduce   : (k2; [v2]) ! [(k3; v3)] 

HDFS - The Hadoop Distributed File System (HDFS) is designed to store very large data sets and to stream 

data sets to user applications. In a large cluster, thousands of servers both host directly attached storage and 

execute user application tasks [5]. Hadoop provides the robust, fault-tolerant Hadoop Distributed File System 

(HDFS), inspired by Google’s file system  as well as a Java-based API that allows parallel processing across 
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the nodes of the cluster using the MapReduce paradigm . 

Hadoop MapReduce Model 

The Hadoop MapReduce act as a master - slave architecture where one master node manages a number of 

slave nodes and its components are. 

 Name Node – Is the Master node which is responsible for storing the meta-data for all the files and 

directories. It has information such as the blocks that make a file, and where are those blocks located in 

the cluster. 

 Data Node – It is the Slave node that contains the actual data. It reports information of the blocks it 

contains to the Name Node in a periodic [6]. 

 Job Tracker – Job Tracker is a centralized program that keeps track of the slave nodes. Schedules, 

allocates and monitors job execute on slaves. It runs MapReduce operations. 

 Task Tracker - executes on each of the slave nodes run MapReduce operation. 

Other then Hadoop, MapReduce model which is widely used by almost in all the framework and techniques 

for big data analysis, data mining as: 

Pig - Pig Latin that have designed to spot between the declarative style of SQL which is familiar and the 

low-level procedural style of map-reduce [7]. Pig is a high level data flow system with custom map and 

reduces functions or executables. Its program is compiled into sequence of map-reduce jobs and execute in 

the Hadoop environment an open source implementation using by Yahoo [8].  

DryadLINQ - Microsoft has DryadLINQ for academic use, allowing users to new programming model and 

runtime that is capable of performing large scale data intensive analyses. In this they represent in applying 

DryadLINQ for a series of scientific data analysis applications, identify their mapping to the DryadLINQ 

programming model. Microsoft DryadLINQ use parallel processing. In these frameworks, the data is in 

nodes of clusters to perform data processing [9]. 

HaLoop - HaLoop support MapReduce for improves their efficiency by making the task scheduler loop 

aware and by adding various caching mechanisms. HaLoop, a modified version of the open source 

MapReduce implementation Hadoop. It utilizes map-reduce pairs with a single pipeline in the loop body, 

uses caches data to disk. HaLoop relies on a distributed file system [10]. It evaluate on real queries and data 

sets.  

Pregel - Many practical computing problems that concern large graphs, such as the Web graph and various 

social networks. Pregel is a distributed programming framework, focused on providing users with a natural 

API for programming graph algorithms while managing the details of distribution invisibly, including 

messaging and fault tolerance [11]. 
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Starfish - Starfish, a self-tuning system for big data analytics. Build on Hadoop to get good performance 

automatically throughout the data lifecycle in analytics without any need on their part to understand and 

manipulate the many tuning in Hadoop [12]. 

Hive - Hive, an open-source data warehousing solution built on top of Hadoop developed by Facebook. It 

supports queries expressed in a SQL-like declarative language - HiveQL, which are compiled into 

MapReduce jobs that are executed using Hadoop [13]. Hive is designed to handle large amounts of data and 

store them in tables like a relational database management system or in a data warehouse while using the 

parallel and batch processing functionalities of the Hadoop 

Cloud Computing - The Big Data processing in the context of cloud computing including cloud storage and 

computing architecture with parallel processing framework, major application and optimization of 

MapReduce. The key issues of big data processing, including cloud computing platform, cloud architecture, 

cloud database and data storage scheme [14]. 

Spark - A framework called Spark that supports fault tolerance of MapReduce. To achieve these goals, Spark 

introduces resilient distributed datasets (RDDs). An RDD is a read-only collection of objects partitioned 

across a set of machines that can be rebuilt if a partition is lost this means that RDD is reconstructed if node 

fails and reuse it in multiple MapReduce [15]. Several parallel also performed on RDD for reduce to 

combine dataset, collect it and passes to user provider functions. 

SQL-MapReduce - Analysts to data scientists in this discovery process we feature rich, fast, and flexible 

discovery platform that is SQL-MapReduce. Data scientists consists of four steps: data acquisition, data 

preparation, data analysis, and data interpretation support parallelization of Complex Operations, 

Simplification of Queries, Big Data Access, Multi data store access, High-speed analysis [16].  

Grid Computing - Grid Computing offered the advantage about the storage capabilities, the processing 

power, concept of distributed computing and the Hadoop technology is used for the implementation purpose 

of Big Data. The benefit of grid computing center is the high storage capability and the high processing 

power which makes the big contributions among the scientific research, help the scientists to analyze and 

store the large and complex data [17]. 

FlexAnalytics - To reduce data movement and release severe I/O performance bottleneck a flexible data 

analytics framework and placement strategies are built .It is useful for data pre-processing, runtime data 

analysis, visualization and for large-scale data transfer with features profiling and real-time system resource 

status or for monitoring [18] . 

RFM - Intelligent precision marketing framework has been designed combined with smart technology for its 

functional structure and operational processes for Big Data into E-commerce and traditional retail industry. 

Analyze the data of with the improved RFM model framework. divided into three: the data layer, analysis 

layer and decision-making layer [19].  
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DDP - The Hadoop data placement policy (DDP) is applied in a homogeneous cluster, the Hadoop uses of 

the resources of each node to allocate data blocks, thereby improving data locality and reducing the 

additional overhead to enhance Hadoop performance [20].  

Big Data Deep Learning - As the data keeps getting bigger, deep learning is coming to play a key role in 

providing Big Data deep learning is providing big data predictive analytics solutions, particularly with the 

increased processing power and the advances in graphics processors analytics solutions with learning 

techniques [21].  

Sensor Data Management - Model-view sensor data management, which stores the sensor data in the form 

of key-value stores segments, namely KVI-index- Scan–MapReduce. KVI-index consists of two interval 

indices on the time and sensor value dimensions respectively, each of which has an in-memory search tree 

and a secondary list materialized in the key-value store [22]. 

HBase - Combine cloud computing and big data analysis technology to provide image processing cloud 

infrastructure and HBase based Big Data processing engine to satisfy the needs. HBase using Hadoop for 

increase in performance. It use cloud architecture to handle random real-time reading and writing of Big 

Data [23]. 

Storm - Storm is a real time fault-tolerant and distributed stream data processing system handle real-time 

stream data management tasks that are crucial to provide Twitter services. Storm is designed for easily add or 

remove nodes from the Storm cluster with user interactions on Twitter [24]. 

YARN - The YARN was started to give Hadoop the ability to run non MapReduce jobs within the Hadoop 

framework. YARN provides a generic resource management for implementing distributed applications, 

resource management and job scheduling/monitoring [25]. 

AWS - The Amazon Web Service (AWS) ecosystem is specifically designed to handle this growing amount 

of data and provide ways to your business can collect and analyze it. The Amazon Web Services ecosystem 

of analytical solutions is designed to handle growing amount of data and analyze it for cost-effective, fast 

query, easy-to-use cloud computing platform using parallelizing and distributing queries across multiple 

nodes [26]. Using Amazon Elastic MapReduce adopting Apache Hadoop across many compute nodes in a 

cluster.  

MRAM - Processing of big data using a powerful machine is not efficient solution. a new framework is 

proposed to improve big data analysis overcome Hadoop. The proposed framework is called MapReduce 

Agent Mobility (MRAM). MRAM is developed by using mobile agent and MapReduce paradigm under Java 

Agent Development Framework (JADE). MRAM send met-data contains map of network and all data about 

tasks and dependences between them [27]. 

Kafka - Apache Kafka is an Open Source messaging system used for large data transfer across several data 

sources via a centralized cluster with efficient transfer of Video / Image data from multiple image sources. 
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Apache Kafka provide a high-throughput, low-latency platform for handling real-time data feeds transfer live 

data using Connected Component Labeling (CCL) [28]. The CCL Image analytics is implemented in Storm 

topology. 

 

CONCLUSION 

Traditional data processing, analyze, visualize and storing approaches are facing many challenges in 

continuously increasing computing demands of Big Data. Issues and challenges in frameworks of 

MapReduce, Hadoop, real time faces when dealing with Big Data are identified and categorized. 

Organization has to work on design and develop a new, updated tools and technologies which effectively 

handle the processing of Big Data. They also Plan to build a cost based optimizer and adaptive optimization 

techniques with more efficient plans. 
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