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Abstract 

The classification of data and classify them to put into valid clusters is a challenge with 
more attributed data. Past works are on pre-processing with existing unstructured data and 
arrange them with various available techniques to segregation. This work proposed a new 
work SGM (System Generated Model) [3] to arrange the medical based thyroid live data to 
cluster [13][15] in an innovative approach. First data will be read and arranged with Meta 
data and later based on metadata SGM will take a fuzzy [4][1] decision to cluster the data 
further. MDM (Meta Data Model) will take the incoming valid checked pattern and 
classifies extracts it’s metadata and once the index of the metadata framed. Based on the 
index and patterns SGM will frame documents [13][14] based on the input search criteria 
with respect to users sessions. This is incremental growth model which will be monitored 
by central repository for duplicate reduction to give feasible RM restuls from auto grown 
matrix by central repository before MDM to flush the existing output clusters. Fresh session 
follows MDM followed by SGM The intelligent validation check and clusters [16][12] is 
framing with monitor based on big data(thyroid medical data). 
(Index items: fuzzy, Meta data model, system generated model, pattern, documents, central 
repository) 
 

I. INTRODUCTION 
This work is totally depends on medical based thyroid data with more than 1500 tuples 
framed up as live growing data with the addition of new decease with new patients data 
and their continuous updates.So once crawl starts for the valid combinational attributed 
data with this huge data, processing task is divided into two tasks by central repository. 
First classify [15][12] the data with validation and based on the preceding items patterns will 
be framed based on input criteria on selected attributes. Based on patterns [13] the Meta data 
from the base and loose data sets will be framed and based on metadata documents 
[12][14]framed with feasible time complexity. 
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II. AIM 
The main aim of this work to reach to utilize less time to frame the flexible documents with 
heterogeneous combination of attributes. Based on the incremental growth of the live data 
feasible outputs and time consumption model will be balanced with reduction of repetitive 
searches [5] [3]. With the incremental growth of search and process with respect to 
duplication reduction and document [15] [12] framing time complexity has to be decreased 
with increase of accuracy. 
Overall flow: 

 

fig1: 

III. METADATA 
which gives micro information about the patterns with respect to central data with valid 
indexes as key values and the micro information (number of clusters and data offset values 
and address of the pattern with respect to cluster) of those particular patterns. Based on the 
key values and offsets[9]. The dynamically framed combinations will be shared into the 
clusters[16][12]. This metadata is framed up based on the priorities of the attributes. Total 
available attributes are 11 and central monitoring will be generating the 
prioritiesdynamically for each and every type of search. The available attributes are follows 

 

 
fig 2: 

 
The priorities based on the search criteria. Basically central repository assigns one fixed 
priority with the available attributes. But based on the search model the patterns will be 
framed[3][12] with fixed and variant priority set combinations [13]. 
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IV. PRIORITIES BY CENTRAL REPOSITORY 

 

fig3: 

If the search criteria is initiated and the input sequence with validation and followed by the 
cleansing model resides at central repository. The cleansing model checks with the patterns 
and compares the attributed set and cleans the non-available[8] items.  
Example:   

 

fig4: 

The HEIGHT attribute is not the part of this set of attributes. Cleansing model will omit this 
items. 

 

fig 5: 

So now the priorities sequence by central repository is like this  

 

fig 6: 

Compare to priority top priority of AGE(3) followed by GENDER(4) and 
COMPLICATIONS(5), But the input criteria is GENDER COMPLICATIONS AND AGE. So 
taking highest priority item as the most significant item for this patterns and checks[3] the 
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right side preceeding items.  Since here there is no preceeding item to right and the very 
next left item is second significant item in this patterns and rest sequence will not be 
changed[4]. So the result is AGE(3) COMPLICATIONS(5) GENDER(4). 
 

V. REDUCTION MODEL(RM) 
Normally input and search based criteria can be repeated ,leads to time consumption of 
process[2][4] on the same inputs. This will be treated as one session with central repository 
and if the session repeats by comparing with central repository if duplication is available 
with LOG(maintains by central repository) automatically that process will be resulted from 
the central repository’s LOG. This log will be updated continuously with each every session 
entry. This reduction model is an growing matrix model[13][3] 

which is maintained and shared across to session boundaries but not with fresh sessions  
Example model for RM: 

SC1 SC2 SC3 are the search criteria available with LOG. 

So each and every session contains one pattern and these patterns are available with the 
matrix format with central repository as LOG(past sessions): 

SC1: ADHARNUMBER COMPLICATIONS DOCTORSNAME 
SC2: AGE COMPLICATIONS GENDER 
SC3: PATIENTNAME LABREPORT 
 

 

fig 7: 

By taking the above table with the available sessions already with central repository and if 
new session(search criteria session LOG will be updated with central repository and if 
frameworks finds the duplication session then the matrix[8][6] will be in active to process 
further but the result which is with central repository log will be flushed as document 
clusters[13][15].  
Each and every session will be treated as its own process and these processes will reduce the 
time complexity by avoiding the duplicate processes[4][1] of flow. 
Now the MDM will take the first item as AGE and starts with attributed value. Here the 
stack will be framed up with mapping model by collecting the meta data from the existing 
seed[7] or loose data.  
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VI. SAMPLE METADATA FORMAT 

AGE COMPLICATION GENDER is the pattern and followed by metadata[3][1] format with 
100 tuples 

 

fig7: 

VII. ALGORITHM FOR META DATA MODEL 
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VIII. SYSTEM GENERATED MODEL (SGM) 

This is innovative approach to generated the clustered documents[16][13] instantly with 
respect to time complexity model. This acts with fuzzy model[3][1] box to generate the 
documents based on the meta information so that end result can be with feasible to crawl 
towards the micro points[10][8]. The main flow of this SGM is depends on meta data. Once 
the meta index framed SGM will take fuzzy[3][2] points generations over the data and 
frames the relative documents[17][12] 

instantly. Each document framed up with nearest neibours of indexes and with average 
clubs with respect to second attribute priory.  
Example:  if the pattern input is AGE COMPLICATIONS GENDER and the documents 
will be framed based on AGE and preceding items(COMPLICATIONS) priority with respect 
to indexes.  And it updates this to central log as invert matrix as invert matrix[9][10].  
 
As the result of the Meta data the information of AGE indexes available are 34 with 
COMPLICATIONS and GENDERS combinations. Here the documents will be framed[3] by 
putting marks at randomly generated points and fetches nearest neibours based on the 
second item COMPLICATIONS index and that block will be framed as clusters[15]. The 
markers are will be different for next process if the input criteria are AGE GENDER 

COMPLICATIONS combination. Because the session could not be duplicated and this 
patterns is different from the previous.  

 
This is the document pattern of the output which will produced by SGM and all the 
documents will be framed but with mapped with meta model based on the  structure and 
will be only presented with mapping model but not physically. This is intelligent[2][4] 
model with fuzzy[3] technique with SGM.  
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After generation of placements each and every placements with fuzzy model[4][2] they will 
be with mark with results of the tuples(34) which is the count in the figure 7. As these 
marked places based on the count of the result(34) in this practical example case. If 
fuzzy[3][2] generates 3 then markers[6][10] would be 3 among 34 tuples based on the 
markers nearest tuple with respect to priority based documents[13]framed as follows: 
Output results:  

 

fig 8: 

framed documents:  

 

fig 9: 

 

IX. RESULT ANALYSIS 

With the above approaches by taking the pattern [AGE GENDER COMPLICATIONS] and 
after checking the results practically the following is the time consumption table based on 
tuples size(loose data) , process time and the process time with reduction model[3] 

based on the session.  

TUPLIES SIZE PROCESS 
TIME 

PROCESS 
TIMEWITH 

REDUCTION 
MODEL 

250 142 18 

500 176 23 

750 210 31 

1000 242 52 
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With this work applying much number iteration always time complexity is totally feasible in 
all the combinational cases in all the aspects of documents[14][12] and their metadata[13] 
clarity. 
 

X. FUTURE WORK 

This work can be extended to enhance the medical firm growth with respect to sessions 
growth of information extraction. The main attributes can be used for this growth could 
be complicated pattern analysis, frequency of sessions and nature of the users. 
Users(domestic and outsourced) behavioural analysis can be scaled and predicted with 
the patterns which the sessions and individuals framed(existing and new).  
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