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ABSTRACT 

 

Purposive – this research aims to look at how the results of the analysis with statistical methods 

descriptive graphs and tables on the way in analyzing economic variable consumption, GDP and direct 

investment in indonesia.  

 

Method/Analysis – data analysis method used by the author is a descriptive statistical methods by 

means of graphs and tables.  

Data – the author uses data period 1967-2014. The variables used in this study, namely the economic 

variables of indonesia which consists of direct GDP, consumption, investment.  

 

Finding – Analysis chart very useful and can be applied in the analysis of financial, business and 

economic.  

 

Novelty – Research using statistical methods descriptive way of charts and tables, is the first research 

model with a variable in the samples was direct investment, consumption and GDP. The author 

assumes these three variables have a dependence and interrelated between each other.  

 

Keywords : Graphs, tables, consumption, GDP, direct investment. 

 

 

1. INTRODUCTION 

In Wainer Velleman, (2001); Wilkinson, (1994), (2001); Yu & Behrens, (1995); Yu & Stockford, (2003) 

said that very graphic techniques was instrumental in see and do an analysis in the form of a data 

modeling in the form of statistics. When we will do a graphical design, will be able to support the results 

of the analysis that we use and we show, as also explained in the by Colet & Aaronson, (1995), that graph 

models can easily to use, providing a strong analysis and is flexible. Dynamic graphical models was no 

exception as well as a more modern interactive, many developed widely in a variety of analysis tools 

software such as SPSS, Matlab and DataDesk or ViSta In Young Valero-Mora & friendly, (2006). In 
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Ledesma Molina & Young, (2005) describes one way of dynamic and interactive graphics that we can use 

by using a model that is structured, in doing the visualization which is a bit more complex with the use of 

such language XLispStat or statistical system ViSta that much-discussed in the research study. In this 

research a little different, the author presents data analysis using Eviews computer programs, where the 

software guided towards the analysis of some characteristics of the metrics that are not familiar, 

associated with the development of a tool-assisted with the analysis of the chart. In this study the author 

would later split into 5 sections, including section 1 Introduction, section 2 describes the fleeting use of 

graphs and tables, the third part is the research methods, part 4 research results and section 5 conclusions 

from research. 

 

2. BRIEF HISTORY GRAPHING 

In the regression analysis a multivariate analysis of its nature, it can be said an interesting challenge for a 

lot of the author. On the one hand, many thinkers generally do not have a strong recollection in statistics 

or mathematics, and they usually have a more enthusiastic attitude towards these subjects. On the other 

hand, the purpose of some of the techniques of multivariate analysis of factors, such as cluster analysis, 

or very closely with the concepts they learned as a student of psychology; As a result, they were able to 

appreciate the utility of this technique very quickly. For example, they are familiar with the theory of 

factorial personality and intelligence, and they easily grasp the concept of grouping individuals in 

different groups correspond to the symptoms, characteristics or traits. The authors suggest that programs 

on multivariate statistical methods for Psychology student this knowledge Review first and then 

introduce the aspect of statistics or math later to students motivated. Interactive and dynamic graphics is 

an excellent tool to introduce the multivariate data analysis (Cook, 2009) to allow students to apply this 

technique entirely or partially in the way of graphics and interactive, providing insight into the 

procedures that do not stem from the Formula.  

Dynamic graphics, computer graphics-based statistics are changing in response to direct user 

manipulation or analysis of data action/other events, such as the change of plot-related another window 

(Theus and Urbanek, 2009; Young, Valero-Mora, and Friendly, 2006). Because they are difficult to 

describe in words, this work includes some video showing dynamic graphics in action. The video shows 

how interactive graphics enable students to visualize multivariate data and then do a very natural activity 

for them. Because math is involved at a minimum, students can start to play with the data immediately, 

identifying outliers and specific observations they want to know about, or a grouping of groups of 

observations with similar profiles across the variables. After their experience of carrying out hand-by this 

activity is very easy to introduce mathematical concepts behind graphic. Then, the discussion about the 

difference between the results obtained to interact with graphics and formal mathematical methods can 

provide a deeper insight into the algorithms, their limitations and how to troubleshoot problems that may 

arise during the analytical analysis. Last but not least, such as the interpretation of the output of the 

multivariate techniques sometimes rather complicated, interactive graphics can also help by providing 

concise with different parts of the output.  

This study aims to demonstrate how interactive and dynamic Statistical graphics can be used for 

multivariate statistical analysis for economic students. Note that, although in the study using Eviews, the 

same activity can be done with other statistical software. EViews is multivariate visualization and data 
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analysis software Authors actively contributed in terms of construction and maintenance; The author also 

uses the Statistical course in Eviews author. This is the main reason why the author using Eviews in this 

paper. However, the author will emphasize activities and not the author's own software. This paper is 

structured as follows: first, the author will explain multivariate data analysis the author; Second, the 

author will introduce three activities to illustrate the use of interactive graphics.  

 

3. RESEARCH METHODS 

Data and Time Research  

In this study using indonesia's economic variables of which direct investment, consumption and GDP. 

Annual data variables in use by this author between the period 1967-2014, the data can be a writer by 

way of donwload from the world bank website. Data prior to analysis with tool-assisted statistics first in 

sports by the author. The authors conducted research at the time of the February 2016.   

Technique Analysis of Research Data  

Data analysis techniques used in this research refers to research titles already deduce, namely (1) to see 

how the description of the variables examined using analysis graph (2) to see whether or not there is a 

relationship between variables in the research by using the analysis charts. Based on the purpose of the 

research, then the data analysis technique used in the study include descriptive data analysis techniques 

with descriptive statistical methods performed by way of graphics and tables.  

 

4. RESULT AND DISCUSSION 

In the first analysis that is in use by the author is Graphing Multiple Series, where this analysis uses by 

way of illustration with an image, we can see the results as follows: 

Figure 1 : Graphing Multiple Series Direct invesment, consumption and GDP 
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If we look at the picture above as a single series with the dialogue, Graph Options dialog has several 
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pages that specify various settings for the display of the chart. The author again to focus exclusively on 

Basic page type on direct investment and GDP variable.  

 

The author considers the arrangements for each class in turn will differentiate the results of analysis. 

Image analysis using next graphics Multiple Series 

 

Figure 2 : Image Graphing Multiple Series Direct invesment, consumption and GDP 
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Source : Proceed by author 

From the picture graphics above we can see how the shapes of a few different lines in the graph, each 

corresponding to one of the series within the group. Display series in the same chart highlighting the 

most salient feature of the variable level data in analysis. The existence altitude and humility of 

observation indicates the number of direct investments, consumption and GDP of the country of 

Indonesia. The authors see that direct investment is the smallest component of consumption and on the 

component of GDP, although classified seems to grow as part of the overall aggregate figure. Further 

analysis using graph data. 

Tabel 1 :Result test equality of means between series Direct invesment, consumption and GDP 

Test for Equality of Means Between Series  

     
     Method df Value Probability 

     
     Anova F-test (2, 141) 18.43075 0.0000 

Welch F-test* (2, 62.7145) 34.58606 0.0000 

     
     
*Test allows for unequal cell variances  
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Test for Equality of Medians Between Series  

     
     Method df Value Probability 

     
     Med. Chi-square 2 72.66667 0.0000 

Adj. Med. Chi-square 2 68.72917 0.0000 

Kruskal-Wallis 2 96.30539 0.0000 

Kruskal-Wallis (tie-adj.) 2 96.30539 0.0000 

van der Waerden 2 87.80999 0.0000 

     
     

Source : Proceed by author 

 

Average value of a probability in the produce on the table above are significant, with the value of the test 

for equality for the means and medians as displayed on the chart. Next by using graph model, by doing a 

plot data for a series against the data to another series. 

Figure 3 : Image Graphing Model Direct invesment, consumption and GDP 
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Source : Proceed by author 
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Look at the graphs for the spread of the XY Line, and XY Area chart in several groups on data in use 

contain between time series, there is no ambiguity about how to process using the data in groups and 

individually, but in this graph analysis there is the placement of the two axes along the horizontal and the 

vertical axis. If the data that you want to analyze more than two series, then we can use a couple of series 

to see the shape of a pair of data to its data. The last graph analysis in use by the author, that is with the 

model Fit lines. 

Figure 4 : Graphs XY line Direct invesment, consumption and GDP 
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By adding two lines in the form of a regression equation, and especially concerned as to the time 

intervals for the duration of an eruption or an eruption that caused, as in described by Simonoff (1996). In 

the picture above look how the distribution of points on a line in the picture above. The author has not 

been able to conclude definitively how the conclusions of the variables in the analysis with the model of 

this graph. 

 

5. CONCLUSION 

If the search techniques analysis using charts, originally started with a model called with Eviews, where 

this model is considered best in analysis using graph. Of the studies that have been funded and do a 

collection of nature in General, then in model analysis of chart in use will look how the existence of 

several options for the model of analysis that we can use. In the paper the authors who have made 

previous research results can support by using the analysis method using graphs. And do the election 

against several types of graphs that are made, then we easily analyze and read the icons contained in 

analysis tools. A study done by the author, can be made as a bridge in analysis tools using graphs. The 

author argues using analysis this graph with the method could provide a phenomenon and the resulting 

conclusion is a bit different than other models of analysis tools. 
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