
 
International Journal of Core Engineering & Management 

Volume-7, Issue-07, 2023           ISSN No: 2348-9510 
 

164 

 

APPLICATIONS OF RECOMMENDER SYSTEMS IN THE AVIATION INDUSTRY: 
CASE STUDY AND INSIGHTS 

 
Arjun Agaram Mangad 

San Jose 
aagarammangad@gmail.com  

 

 
Abstract 

 

Since the advent of computers, there have been continuous technological improvements in 
fetching and processing data. Ancient libraries were one of the earliest ways we can think of to 
organize content and information. Over the years, the effort of gathering data and indexing it 
has coined the term Information Retrieval. This is a constantly evolving space, from computer-
based search systems to the advent of the World Wide Web and web crawlers. This is the key 
concept for the technology discussed in this paper, recommender systems. Recommender 
systems is the term coined for using critical tools to scan large amounts of information and 
translate them to the best user experience in industries like retail and media. These systems 
leverage patterns in user behavior to generate content that simplifies user choice when 
interacting with these services and makes it easier to make decisions. Aviation is an industry 
where data and data-driven decisions play a vital part. Recommender systems are needed for 
aircraft selections, maintenance predictions, logistics, fuel, routes and crew management 
optimizations. This paper examines the history of information retrieval and recommender 
systems and how recommender systems apply to aviation. We also look at some case studies 
associated with it, challenges and future applications aviation. 

Keywords—Recommender systems, Aviation, Information Retrieval, WebCrawler, Aircrafts, 
Algorithms, Frameworks, User Patterns 

 

I. INTRODUCTION 
In today's data-driven world, where over 2.5 quintillion bytes of data are generated daily, 
navigating the Internet can feel like exploring a dense, uncharted jungle. Recommender systems 
are efficient tools for filtering online information, which is widespread owing to the changing 
habits of computer users, personalization trends, and emerging access to the Internet[10]. These 
Recommender systems, essentially algorithms designed to suggest personalized solutions based 
on user data and historical patterns, have proven effective in making sense of large datasets. As 
aviation technology develops, managing the growing complexity of aircraft systems and airline 
operations becomes more challenging. Communication, navigation, flight controls, and health 
monitoring generate vast amounts of data that must be processed and understood quickly to 
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ensure everything runs smoothly and safely. Thus, Recommender systems have a considerable 
role in utilizing all this data to build cost-effective and performance-efficient aviation 
applications. The main goal of this study is to explore how recommender systems are being 
applied in the aviation industry and assess their effectiveness. The study looks at current 
frameworks and algorithms and tries to connect theory and real-world workings of the aviation 
industry. Focusing on the applications mentioned above, this study looks at how these systems 
can help meet the specific needs of the aviation sector. The following sections will examine 
information retrieval and its history, recommender systems and its history, followed by case 
studies, challenges, future applications, and insights in this evolving field. 
 
 

II. INFORMATION RETREIVAL 
Avionics IR (Information retrieval) efficiently retrieves data from extensive unstructured data 
collections. The central concept is a model that ranks and presents relevant documents by 
representing documents and queries similarly. IR is crucial to search engines, digital libraries, 
and recommendation engines. The following section will examine some key concepts of IR, 
provide a brief history of information retrieval, and discuss how it has evolved. 
 

A. Brief History 

 Manual Information Retrieval Methods Before Computers (Before the 1930s) 
Before the advent of computers, information retrieval was based on manual methods, such as 
card catalogs and index cards used in libraries and research institutions. 
 

 Automated Information Retrieval Methods Before Computers (1930s-1950s) 
Hans Peter Luhn (IBM) introduced some early concepts related to automatic information 
retrieval, including keyword indexing and searching [8]. 
 

 The Emergence of Computing (1950s-1960s): 
The late 1950s and 1960s saw a turning point in the information retrieval field, shaped by the 
emergence of computer technology. This era saw the development of the first computer-based 
IR systems. During this decade, the first computer-based information retrieval systems were 
developed. In the 1960s, a team of researchers at the University of Cornwall, led by Gerard 
Salton, created a model for automatic text indexing that became a foundation for modern text 
mining. Their work introduced the Vector Space Model (VSM), representing documents as 
multi-dimensional vectors. The model classified documents along specific predetermined 
criteria (dimensions), and the greater the similarity between two documents, the smaller the 
angle between their respective vectors [2]. This concept became a cornerstone in the 
development of modern information retrieval systems. 
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 The Growth of Text-based Retrieval (1970s–1980s): 
By the 1970s, more advanced information retrieval systems, such as SMART (developed by 
Salton), were introduced. These systems used indexing and ranking algorithms to retrieve 
relevant documents based on user queries [3]. During this time, Boolean logic (AND, OR, NOT) 
was incorporated into search engines to refine queries and generate more accurate results [4,5]. 
Another significant development in the 1970s was the concept of relevance feedback, where the 
system learns from initial user feedback to search results to improve the accuracy of results in 
future searches [6]. These advancements laid the groundwork for more sophisticated and user-
centric IR systems. 
 

 The Rise of Digital Libraries and the Web (1990s–2000s): 
The developments in the 1990s revolutionized the adoption of information retrieval in search 
engines. This was possible due to the explosion of the World Wide Web in this era. Larry Page 
and Sergey Brin developed Google's page rank algorithm, which looked at the Web's link 
structure to determine a page's importance by counting the number and quality of links to a 
page to rank a particular website [7].This innovation, along with the development of Google, 
Yahoo, and other search engines, enabled users to search massive amounts of content 
worldwide more efficiently. These systems relied on various algorithms to rank pages based on 
keywords, quality of content, and how users interacted with the content, thus efficiently 
improving the accuracy and relevance of search results. 
 

 Recent Developments and Trends (2010s–Present): 
Over the past decade, artificial intelligence and machine learning (AIML) have become central 
to information retrieval, allowing modern search engines to provide more accurate and 
personalized results. These systems now leverage deep learning, natural language processing 
(NLP), and semantic search techniques to understand context better and interpret complex 
queries. Also, IR systems have become increasingly personalized, considering user preferences, 
locations, and interactions, making search results more valuable. 
 
 

B. Key IR Concepts 

 Indexing: Indexing organizes data—such as documents or web pages—so it can be 
easily searched and retrieved. It’s a crucial step in ensuring that large datasets can be 
navigated efficiently and effectively. 

 Ranking: Once relevant documents are identified, they must be ranked based on how 
well they match the search query. Modern IR systems use algorithms that consider 
keyword frequency, content quality, backlinks, and user behavior to determine the 
ranking. 

 Query Processing: This is the step where the user query is translated into a format that 
can be matched with documents in the index which is key for the search system to 
interpret user requests accurately. 
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 Relevance: This refers to how well the retrieved documents meet the user's information 
needs. IR systems can improve accuracy over time by learning from user feedback and 
interactions to better align with users' searches. 

 Precision and Recall: Precision measures the number of relevant documents retrieved, 
while recall focuses on the number of relevant documents successfully found. Balancing 
both is essential for optimizing search results. 

 
 
III. RECOMMENDER SYSTEMS 
Recommender systems are software algorithms that recommend personalized content to users 
based on their past actions, behavior, and preferences. They are widely used in e-commerce, 
streaming services, and social media to improve user experience. 
 

A. Brief History 

 1960s: Automated Text Indexing 
In the 1960s, a team of researchers at the University of Cornwall, led by Gerard Salton, 
developed a model for automatic text indexing that took nearly a decade to complete. This 
model laid the foundation for modern text-mining techniques. The approach was 
straightforward: documents were classified according to specific predetermined criteria 
(dimensions) and then represented as vectors. The more similar the two documents were, the 
smaller the angle between their corresponding vectors [2]. 
 

 1970- 1990: Early Foundations of Recommender Systems 
In the 1970s, early research in cognitive science and information retrieval laid the groundwork 
for recommender systems. The Usenet communication system allowed users to share content, 
but it was not personalized. The first known recommendation system, Grundy, interviewed 
users to suggest books based on their preferences, using a primitive stereotyping method, 
though it faced criticism for oversimplifying user behavior [12].  
 

 1990s: Recommender Systems in the Web Era 
In the 1990s, the Tapestry system, developed by Xerox researchers, combined content-based and 
collaborative filtering to recommend personalized documents. The user-item matrix concept 
mapped user preferences to items and became central to developing future recommender 
algorithms [13]. Inspired by the study, researchers from MIT and the University of Minnesota 
developed GroupLens, a news recommendation service using a user-user collaborative filtering 
model [11]. The 1990s saw the rise of recommender systems, fueled by the growth of the World 
Wide Web, information retrieval techniques like PageRank, and the emergence of e-commerce 
platforms like Amazon and streaming services like Netflix. Collaborative filtering was scaled to 
recommend products and movies, forming the foundation for personalized shopping and 
entertainment experiences. In the fall of 1997, the GroupLens research lab launched the 
MovieLens project, training the first recommender model using the EachMovie dataset. Over 
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the following years, multiple MovieLens datasets were released, becoming one of the most 
popular resources for recommender system research. 
 

 2000s: Hybrid Models and Advanced Algorithms 
Before 2005, collaborative filtering models, such as user-user, item-item, and SVD-based 
collaborative filtering, dominated recommender system research. Inspired by the Netflix Prize 
(2006-2009), matrix factorization gained significant attention and shifted toward user-centric 
evaluation metrics. The first ACM Recommender Systems Conference (2007) marked a 
milestone in the field, while logistic regression models, introduced in the same year, improved 
click-through rate estimation by 30%. 
 

 2010s: Deep Learning and Personalization at Scale 
The 2010s saw significant advancements in recommender systems with the introduction of 
Neural Collaborative Filtering (NCF) and reinforcement learning. These techniques enabled 
models to capture complex, non-linear relationships and adapt based on user feedback in real-
time. This shift enhanced the personalization and scalability of recommender systems, allowing 
them to process dynamic, large-scale datasets effectively. 
 

 2020s: Ethical Considerations and Multimodal Recommender Systems 
In the 2020s, recommender systems have improved in accuracy and scale while addressing 
ethics, fairness, and explainability challenges. The rise of multimodal recommender systems has 
enabled the integration of diverse data types like text, images, and video, enhancing 
personalization. This shift has broadened the application of recommender systems across social 
media, e-commerce, and entertainment, providing more tailored experiences [14,15]. 
 

B. Key Recommendation System Concepts 

 Collaborative Filtering: This method suggests items based on what similar users liked. It 
works by finding users with similar preferences or by identifying items that similar 
users have enjoyed. 

 Content-Based Filtering: This method recommends items by matching their features 
(like genre, keywords, or style) to the items a user has shown interest in before, focusing 
on the content itself. 

 Matrix Factorization: A technique that breaks down extensive data (like user-item 
ratings) into smaller, more manageable pieces, helping predict which items a user might 
like based on hidden patterns in the data. 

 Cold Start Problem: This is the challenge of making recommendations when there is 
little to no data, like when new users or items enter the system, and there is not enough 
history to guide suggestions. 

 Hybrid Methods: Hybrid systems improve recommendations by combining different 
recommendation strategies (such as collaborative and content-based), offering better 
accuracy and variety. 
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 Evaluation Metrics are ways to measure the effectiveness of a recommendation system, 
such as checking how many of the suggestions are actually relevant or how well the 
system predicts user preferences. 

 
 
IV. RECOMMENDER SYSTEMS IN AVIATION 
Recommender systems have become a critical tool in the aviation industry, enhancing customer 
experiences by providing tailored recommendations across various touchpoints. Below are the 
key applications of recommender systems in aviation: 
 
Personalized Flight Recommendations 

 Suggest flights based on past bookings, preferences, and search history. 

 Makes recommendations for destinations, airlines, travel dates, and routes. 
 
Seat Selection and Upgrades 

 Recommends seats based on past seating preferences (e.g., aisle, window) and frequent 
flyer status. 

 Suggests premium seats or upgrades for frequent business class travelers. 
 
In-Flight Entertainment (IFE) Recommendations 

 Analyzes content preferences like movie genres, TV shows, and music. 

 Provides personalized content suggestions based on past viewing behavior and time of 
day. 

 
Ancillary Services and Add-Ons 

 Suggests services such as extra baggage, lounge access, or meal upgrades. 

 Tailors recommendations based on past purchases and travel habits. 
 
Pricing and Fare Recommendations 

 Recommends the best time to book and the most cost-effective flight options. 

 Suggests alternatives based on fare fluctuations and user budget preferences. 
 
Route and Airline Recommendations 

 Suggests preferred airlines, routes, and layover cities based on loyalty programs and 
past flights. 

 Recommends future flights that align with the passenger’s typical travel patterns. 
 
 

V. CASE STUDY: RECOMMENDER SYSTEMS IN AIRLINE INDUSTRY – AIRASIA 
In this section we will look at how AirAsia has implemented some features around 
recommender systems and how it has impacted its business 
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The Favorites Feature: Personalizing the Travel Journey [16] 

 Operational Mechanism: The Favorites feature learns from users’ past behaviors, such as 
their search history, previous bookings, and preferences. It identifies patterns in travel 
choices and customizes recommendations for future trips, including destinations, 
flights, and services like baggage or meal preferences. 

 

 Outcomes / Results: This personalization has significantly increased user engagement 
with the app. By offering recommendations that feel tailored to each individual, AirAsia 
has seen more repeat bookings and higher purchases of services like seat upgrades and 
additional baggage, which directly boosts ancillary revenue. 

 
AI-DrivenPersonalization:Smarter Recommendations 

 Mechanics of the System:  AirAsia’s system leverages artificial intelligence to analyze 
massive datasets of user interactions, including booking history, flight preferences, and 
purchase patterns. By combining collaborative filtering and content-based filtering, it 
provides highly personalized recommendations, such as preferred flight options, 
seating, and ancillary services. 

 Impact on the Business: The ability to predict passengers' needs has increased customer 
satisfaction by offering a more intuitive and frictionless booking experience. 
Additionally, this has led to higher conversion rates for upsell services like premium 
seats or lounge access, making the overall travel experience more convenient and 
profitable for both the airline and its passengers. 

 
Scan2Fly: Recommender Systems for a Seamless Travel Experience [17] 

 How the System Works: With Scan2Fly, AirAsia uses facial recognition to streamline the 
check-in and boarding process. It also connects to the airline's personalized 
recommendation system, offering travelers tailored suggestions for services like priority 
boarding, lounge access, or meal upgrades based on their profile and past behaviors. 

 Results & Benefits / Key Outcomes: By reducing friction at the airport and offering 
personalized recommendations, Scan2Fly has enhanced the passenger experience, 
making travel more efficient and stress-free. Additionally, it has driven higher adoption 
of premium services like lounge access, contributing to an increase in ancillary revenue 
for the airline. 

 
Cloud Computing for Scalability and Efficiency [18]  

 Technology Behind the Solution: AirAsia uses Google Cloud to store and process vast 
amounts of data in real-time. This cloud infrastructure enables the airline to scale its AI 
and machine learning systems, delivering quick, personalized recommendations to 
millions of passengers simultaneously, while handling complex data analysis efficiently. 

 Business Impact: The cloud infrastructure allows AirAsia to scale its services seamlessly, 
ensuring that recommendations remain relevant and timely, even as the volume of data 
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grows. It has improved operational efficiency, enabling faster processing of customer 
data and more accurate, real-time recommendations that enhance the overall experience 
for travelers. 

 
 
VI. CONCLUSION 
AirAsia’s recommender system implementation has transformed how the airline interacts with 
its customers. With features like the Favorites section in the Superapp and Scan2Fly, alongside 
AI-driven recommendations, AirAsia has crafted a highly personalized and streamlined travel 
experience.  
 
These innovations have boosted customer satisfaction and fueled increased revenue through 
effective upselling and cross-selling of services. Leveraging cloud technologies ensures these 
systems remain scalable and can efficiently handle large datasets to support future growth. 
 
In this paper, we have looked at the history of information retrieval, some key features, how 
crucial it is to recommender systems and its history. We have also looked at the history of 
recommender systems, key features, and how they are being adopted in the aviation industry to 
boost business revenue and customer experience by looking at the AirAsia case study. 
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