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Abstract 

 
Business Process Re-engineering (BPR) has been a strategic technique that organizations used 
at the core level to compete for efficiency. As automation technologies advance, it will be 
important for enterprise to address new business processes management risks and possibilities. 
This paper aims at investigating the expertise of BPR in the automation age to understand how 
automation tools such as RPA, AI, and ML are redesigning conventional business processes. It 
speaks to issues, which revolve around the application of automation into BPR to achieve 
goals like increased productivity, reduced cost, and better decision-making systems. But it also 
concentrates on the large risks involved in the integration such as the displacement of workers, 
technology issues and adopting a new culture of operation within organizations. The paper 
continues to discuss multiple approaches that companies can implement when attempting to 
effectively manage the integration of BPR and automation, specifically discussing how 
advancements in technology should support the objectives of a business. The final section of 
the research discusses the prospects of BPR in connection to automation and its effects on 
enterprise competitiveness in an increasingly dynamic business environment. 

 

I. INTRODUCTION 
An emerging pattern in today's factories is the automation of more and more processes. 
Planning a new assembly line or redesigning an old one both reveals a tendency towards 
assembly automation. Machines, rather than human operators, carry out a process known as 
automation [1]. Workload, mistakes, and labour expenses are all reduced as a consequence of 
automation. The automation of industrial systems greatly improves manufacturing 
performance in low uncertainty environments [2]. 
To achieve major gains in important, current metrics of performance, such as cost, quality, 
service, and speed, BPR entails "the fundamental rethinking and radical redesign of business 
processes."[3]. To remain competitive in the global market, several organisations have been 
rethinking their business procedures in recent years. Most BPR initiatives are finding that the 
Internet is an essential enabling technology [4][5]. The use of workflow management software is 
just one more way that technology is paving the way for better process performance in 
collaborative networking settings. Integrating, coordinating, and communicating between the 
automated and human-operated steps of a business process is what makes process automation 
possible using a workflow management system [6][7].  
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A company can't begin re-engineering unless its top brass sees the need to shake things up and 
rethink its long-term goals, as shown in Figure 1. Business processes that should be re-
engineered are often chosen by the enterprise's strategic management. The second step of the 
Business Process Model is re-engineering. BPR Framework for Re-engineering, which takes into 
account all the tasks as well as those that have been carried out in the course of dealing with 
business procedures[8][9]. 
• The re-engineering objectives are established in the goal-definition phase. 
• Information Acquisition, which involves gathering data required for both business process 

modelling and the Re-engineering Process. 
• Modelling, this is concerned with representing the (new) company process using models. 
• Evaluation, which focuses on comparing the re-engineering objectives with the business 

process model 
 

 
Figure 1: The Re-engineering Process and its sub processes 

 
Additionally, the benefit of using existing data is being increasingly shown by AI and ML 
[10][11][12][13]. Its value makes it possible to learn from data in order to find hidden patterns 
and develop fresh approaches to challenging real-world issues [14][10]. 
 
Organization of the paper 
The structure of the following papers is as follows: Section II offers the Business process re-
engineering: An Overview, Section III gives the Artificial intelligence in BPR, Section IV 
discusses the Automation technologies in BPR then, and Section V discusses some Literature 
Review, Section VI summarized the paper with Conclusion And Future Work. 
 
 

II. BUSINESS PROCESS RE- RE-ENGINEERING 
Overview 
We must first grasp what process, business process, and re-engineering imply in order to 
comprehend business process re-engineering. In the introductory section, we defined the 
process and business process [15][16]. The process should, however, have a beginning and an 
endpoint that involves people from different organisations [17]. The terms clinical process 
definition and clinical workflow are also technically synonymous [15]. It was said that the BPR 
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idea first surfaced in the 1990s. A management strategy that reconsiders current business 
procedures and their interconnections is known as business process re-engineering[18][19]. The 
process, structure, and culture are redeveloped in an effort to increase basic process efficiency 
by the use of radical and fundamental techniques, such as the modification or elimination of 
non-value-adding operations [20][21]. Through the use of an integrated and methodical 
approach, business process re-engineering improves analysis and redesign of the organization's 
structure, processes, and activities in order to reduce costs and improve service quality. 
Significant changes in the corporate landscape necessitated a re-engineering of process 
workflows, which is primarily what gave rise to BPR[22][23]. Figure 2 shows the overview of 
BPR. 

 
Figure 2: Business Process Re-engineering 

Information and communication technologies may be used to accomplish business process re-
engineering in automation, often known as BPR [3]. The effective execution of repetitive 
corporate procedures is being made possible by these technologies, which allow for the 
replacement of physical labour [24]. It is one of BPR's main operations since it brings about an 
efficient shift in the way work is done via, among other things, simplified procedures, faster 
information flow, paperless transactions, and so on[25]. Costs are reduced and productivity is 
increased as a result for organisations. 
 
Benefits of Business Process Re-engineering 
The re-engineering of business processes does have its advantages [26]: 

1. Competitive advantage: BPR may provide businesses a long-term competitive edge in 
their sector by promoting notable gains in productivity, quality control, and customer 
satisfaction. BPR gives businesses a long-term competitive edge in their sector by 
generating notable gains in productivity, quality, and customer satisfaction[27]. 

2. Enhanced quality: The goal of BPR is to increase product and service quality by 
decreasing the occurrence of mistakes and defects via process redesign. Organisations 
may boost customer satisfaction and loyalty by providing higher-quality results via 
process standardization, best practice enforcement, and quality check integration[28]. 

3. Faster time-to-market: BPR streamlines product development, production, and delivery 
processes, helping organisations expedite time-to-market for new goods and services. 
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Faster responses to customer demand are possible when organisations improve their 
agility and decrease cycle durations [29]. 

4. Improved customer satisfaction: By rethinking processes from the customer's 
perspective, BPR aims to provide value to consumers. Organisations may boost 
customer loyalty and retention by enhancing service delivery, responding faster, and 
providing higher-quality services.  

5. Increased efficiency: Streamlined workflows, shorter cycle times, and improved 
utilisation of resources are the results of BPR's intensive process reform. Organisations 
may do more with fewer resources via the elimination of non-value-adding and 
redundant jobs, leading to greater efficiency [30]. 

6. Reduced costs: Lowering operational expenses and leading to substantial savings for 
organisations is possible via the reduction of redundant procedures, automation of 
manual operations, and improvement of resource allocation [31]. 

7. Strategic alignment: With the help of BPR, companies may adjust their procedures to 
meet their long-term goals. Organisations may guarantee efficient resource allocation to 
meet their strategic aims by redesigning work processes and concentrating on value-
adding activities [32]. 

 
Challenges in Implementing Business Process Re-engineering with Automation 
The re-engineering of business processes is not without its difficulties [33]: 

1. Resistance to Technological Change: Fear of job loss or problems adjusting to new 
technology are two reasons why employees could fight automation [34]. 

2. High Implementation Costs of Automation: The use of automation technology like AI 
and RPA involves making a huge capital investment [35]. 

3. Integration with Legacy Systems: Challenge of integrating new automated systems with 
old and inflexible legacy systems. 

4. Complexity of Process Redesign: Documenting processes is important in automation 
since business processes are most often not a straightforward linear process. 

5. Skill Gaps in Automation Expertise: Lack of internal technical personnel and the 
development of specialised competence in employing automation technology [36]. 

6. Data Privacy and Security Risks: Automating also exposes more data in processes to 
security threats and compliance risks to the process. 

7. Difficulty in Ensuring Process Flexibility: Automated processes are less dynamic to 
accommodate the dynamic and complex changes in business requirements or even 
exceptions [37]. 

8. Dependency on Vendors and Third-Party Software: Dependency on external suppliers 
for technologies that may represent restricted power and less malleability. 

9. Challenges in Measuring ROI: The tendency to measure BPR as a result of automation 
initiative hard and where possible in the short run. 

10. Monitoring and Maintenance of Automated Processes: It needs to be done continuously 
to prevent some of the automated processes from becoming inaccurate, inefficient or 
irrelevant [38]v. 
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11. Managing Short-Term Disruptions: Automating tasks and processes in the organization 
may lead to a change in productivity at the early stages of the implementation [39]. 

12. Alignment with Strategic Goals: Maintaining the control requirements’ relevance within 
the parameters of changing organisational goals and strategies [40]. 

 
Opportunities for Business Process Re-engineering in Era of Automation 
The key opportunities of BPR in the era of automation are[41]: 

1. Enhanced Operational Efficiency: Automating minimises human intervention, resulting 
in improvement in the speed and efficiency of a process [42]. 

2. Cost Reduction: Computerization reduces these costs since manual work is eliminated 
reducing the labor Bills complexities [43]. 

3. Improved Accuracy and Consistency: Reducing the presence of human personnel means 
that many issues of inefficiency, inaccuracy and inconsistency are eliminated [44]. 

4. Data-Driven Decision-Making: Automated systems enable data and analytics to be given 
in real-time – thereby enabling decisions to be made based on actual data [45]. 

5. Scalability: Scalability is a key feature of automated processes, allowing them to manage 
rising workloads with little or no resource increases [46]. 

6. Improved Customer Experience: Such improvements will produce quicker and more 
precise procedures with greater customer satisfaction [47]. 

7. Enhanced Agility and Flexibility: Automations help businesses to respond quickly to 
fluctuations in the market and customer preferences [48]v. 

8. Streamlined Compliance and Reporting: Robotic process automation can assist in 
compliance with regulations by reducing variability of processes and by generating 
consistent records of activity. 

9. Increased Employee Focus on High-Value Tasks: People are in a position to pay 
personal time and attention to important business initiatives when robotic software is 
performing routine and tedious tasks. 

10. Innovation and Process Optimization: Automation helps to make the necessary 
adjustments and avoid stagnation in the processes taking place at a company. 

11. Reduced Time-to-Market: Accelerated process enables organisations to bring products 
and services to the market within shortest time possible. 

12. Better Resource Allocation: Automation allows for smarter resource use by aligning 
workforce and assets with strategic priorities. 

13. Enhanced Collaboration and Communication: Digital workflows and automated 
processes improve coordination and streamline communication across departments. 

14. Predictive and Preventive Capabilities: AI-powered automation enables predictive 
maintenance and demand forecasting, reducing downtime and optimising supply chain 
efficiency. 

15. Sustainability and Reduced Waste: Automated processes can help reduce waste and 
improve resource efficiency, supporting sustainability goals [49]. 
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III. ARTIFICIAL INTELLIGENCE (AI) IN BUSINESS PROCESS RE-ENGINEERING 
Among the many subfields that make up computer science is AI. When it comes to the 
transformation of key business programs, AI techniques are more suited, operational, and cost-
efficient [50][51]. However, there are a number of hazards associated with employing AI, 
including the lack of data for analysis, the inability to get the necessary amount of data, the 
inadequate quality of the data that is accessible, and a lack of knowledge about the inherent 
risks of AI[52][53]. AI is a hypothesis that aims to explain how computers learn and do tasks 
that normally require human intellect. A few examples of such activities include visual 
perception, result-oriented decision-making, voice recognition, and learning under 
ambiguity[54][55]. AI programs may sift through data in search of patterns and then make 
decisions based on those patterns [56]. They are structured and coded to learn from the data at 
their disposal using programming techniques, which can happen organically during their style 
or indefinitely to improve computer systems' performance through data exposure without the 
need to follow explicitly programmed instructions of artificial intelligence, software 
development projects, and organisational management[57]. 
1. ML  
2. DL  
3. SR  
4. NLP  
 
1. Machine Learning (ML) 
ML is a technique that may improve computer systems' operations and performance by 
exposing them to new data, all without relying on explicitly coded methods [58]. ML is an area 
of AI that focuses on improving the efficiency and accuracy of software systems via the 
application of statistical models and algorithms. ML is essentially the process of automatically 
finding patterns in data and using them to generate predictions. 
 
2. Deep Learning (DL)  
The area of AI and computer science known as DL incorporates ML methods inspired by the 
way the brain functions, namely ANN. One key difference between deep learning and task-
specific algorithms is the former's emphasis on learning data representations. One subset of ML 
algorithms, DL methods, has exploded in popularity due to their cracking performance in 
computer vision and voice recognition tasks [59][60]. 
 
3. Speech Recognition (SR)  
The ability for computers or software systems to recognize individual words or phrases spoken 
aloud and transform them into a format that computers can understand is known as speech 
recognition. Speech recognition (SR) is primarily concerned with a small set of statement 
phrases and words, and it will only recognize them when uttered clearly. In the branch of 
computational linguistics known as "speech recognition," researchers work across disciplines to 
create methods and tools that computers can use to understand and mimic human speech. 
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4. Natural Language Processing (NLP)  
The field of NLP describes how to train computers to analyse and process massive volumes of 
data in natural language and permits interactions between comprehensible languages and 
information systems. It is a subfield of computer science and AI. Engineers in the software 
industry face a formidable obstacle in the form of human speech when developing 
NLP systems; this is particularly true in cases when the human voice is clear, unambiguous, and 
accurate, or when the set of vocal instructions is limited. However, natural human speech isn't 
always appropriate and accurate. Natural human vocabulary has an indeterminate language 
structure that may depend on a number of sophisticated crucial factors, in addition to slang, 
regional dialects, and social context[61]. 

 
 
IV. AUTOMATION TECHNOLOGIES IN BUSINESS PROCESS RE-ENGINEERING 
BPR has evolved beyond traditional redesign techniques, now incorporating a range of 
automation technologies that fundamentally transform workflows, making them faster, more 
accurate, and highly scalable. Automation technologies like RPA and IPA have become essential 
tools in BPR, offering enterprises advanced solutions for efficiency and effectiveness. 
 
Robotic process automation (RPA) 
RPA therefore refers to the application of robotics to complete those tasks that are repetitive in 
nature and are governed by set of rules. These bots work with applications and systems in the 
same way a human would do things as data entry, form processing and data transfers with ease 
and efficiency [62]. RPA is used with great effectiveness when applied to high repetition, low 
complexity activities like purchase invoices or customer service.  
 
Intelligent process automation (IPA) 
RPA is advanced with the introduction of AI and ML to produce the IPA system. IPA can fully 
automate the process chain by including tasks that require decision making and data learning in 
them [63]. This way, IPA allows BPR to web-enable entire workflows, for example, a full cycle 
order management process that happens across the company departments and various decision 
points. With IPA, enterprises get better and more effective automation that learns from its 
performance and feedback. 

1. Role of Automation in enhancing Business Process Re-engineering (BPR): Here are 
key areas where automation plays a transformative role in BPR: 

 Accuracy and Consistency: It reduces the risk of human intervention and eliminates 
unreliable and unpredictable human factors in business processes. RPA for example 
can carry out repetitive activities or processes and deliver consistent results than if it 
was done manually [64]. 

 Speed and Efficiency: These automated systems work way faster than people and 
help to reduce time being wasted across the different departments. For example, AI-
driven data processing reduces the time required for data analysis, helping 
businesses make faster decisions. 
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 Scalability: Automation enables processes to be scaled up without a proportional 
increase in resources. Once an automated system is in place, it can handle high 
volumes of transactions without additional personnel, making it ideal for scaling 
operations. 

 Enhanced Decision-Making: AI and ML can analyse large datasets, identifying 
trends and insights that aid decision-making. This data-driven approach helps 
businesses adapt processes based on predictive insights, optimising outcomes [65]. 

 Improved Customer Experience: Streamlined customer service operations and 
quicker response times are made possible by automation. For example, AI chatbots 
can handle customer queries 24/7, enhancing service delivery without adding 
manual workload. 

 
2. Integration of Automation and Business Process Re-engineering: The integration of 

automation technologies in BPR fundamentally changes the way processes are 
redesigned and optimised. Here’s how these technologies are applied[66]: 
 

 End-to-end Process Transformation: Automation technologies allow BPR to move 
beyond isolated task improvement and instead focus on end-to-end process 
optimisation. IPA, for instance, integrates multiple automation technologies to 
streamline entire workflows that involve decision-making and cross-functional tasks. 
For example, automating the entire procurement-to-pay cycle can reduce manual 
intervention and improve process efficiency. 

 Real-Time Process Monitoring and Optimization: Automation enables continuous 
process monitoring, making it possible to identify inefficiencies in real-time. ML 
models can detect anomalies or bottlenecks as they occur, triggering automated 
responses to adjust workflows. This real-time optimisation helps maintain peak 
efficiency and respond to changes without delay. 

 Data-Driven Process Redesign: With AI and ML, organisations can harness large 
datasets to uncover patterns and inform process redesign. Data analytics can reveal 
areas of improvement, guide workflow adjustments, and even predict outcomes. 
This approach ensures that BPR efforts are not only based on theoretical redesign but 
are also grounded in actionable insights from existing process data. 

 Hybrid Workforce Management: Automation allows BPR to integrate human and 
digital workforces effectively, assigning routine tasks to bots while leaving more 
strategic tasks to human employees. 

 Cross-functional collaboration: Automation streamlines information sharing and 
collaboration across departments. Automated workflows reduce silos, allowing for 
seamless data transfer and process handoffs between functions. 
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V. LITERATURE OF REVIEW 
This section provides related work on BPR in the era of automation. Table I also summarises the 
reviews of literature that are mentioned below: 
 
This paper, Xin (2009) gathered the approach and development of BPR, as well as the 
evaluation of EC and BPR tools in the business process. With the growth of EC, IT 
advancements have drastically altered how companies run, and in order to stay competitive, 
firms are interested in re-engineering and tackling business process management[67]. 
 
This paper, Rahayu, Setvowati and Novianti (2023) intends to use the E-Form Information 
System to find holes in current processes and suggest a re-engineered model of those processes. 
Based on its analysis and design of workflows using BPR, this study provides five components 
for the firm model. The article continues by talking about how rental businesses must enhance 
their basic business processes to stop the leaking of client data. In order to determine what 
variables contribute to this risk, it provides a fishbone analysis. Observation, interviews, and 
literature reviews are some of the data-gathering tools used in this descriptive-qualitative 
analysis[68]. 
 
This paper, Al-Anqoudi and Al-Hamdani (2022) suggests using a ML model to re-engineer 
company processes by identifying and classifying different forms of waste based on Lean Six 
Sigma principles. ML model development for waste elimination was motivated by Lean Six 
Sigma ideas. The article suggests machine learning model input features derived from 
interviews with Lean Six Sigma Black Belts and specialists in BPR project implementation[69]. 
 
This research study Ramdass and Sukdeo (2022) examines the present difficulties by use of a 
manufacturing facility's implementation of BPR. The study's overarching goal is to help 
businesses better serve their customers by identifying and addressing the root causes of 
production and delivery issues that arise throughout pre- and online production. In order to 
understand the root reasons for inefficiency in this industry, data was collected utilising a 
qualitative approach using a case study technique[70]. 
 
In this paper, Mora and Sanchez (2020) Higher education institutions are used to digital 
transformation and the pressures of modern digitalisation; the challenge is in implementing 
them effectively. Because of this, this paper suggests a theoretical framework for implementing 
digital transformation in higher education institutions using RPA and BPM[71]. 
 
The study, Bevilacqua et al. (2016) has shown the substantial benefits of line automation, 
including a notable rise in workstation saturation, improved alignment with Just in Time 
principles, a decrease in the number of employees, and an increase in the rigour of the quality 
control process. The investigation was only conducted on one of the company's production 
lines. The results of this study demonstrate the substantial advantages of assembly process 
automation as it pertains to organised implementation. Managers of processes and logistics who 



 
International Journal of Core Engineering & Management 

Volume-7, Issue-12, 2024           ISSN No: 2348-9510 
 

123 

 

are engaged in the design or planning of a new assembly line may find the results particularly 
useful [2]. 
 
TABLE 1: Summary of the literature review of Business Process Re-engineering in the Era of 
Automation 

Reference Objective Application 
Area 

Contributions Challenges Future Work 

[67] Review BPR 
and EC tools 
for business 
process re-

engineering 
(BPR) and 

methodology 
evolution. 

General 
Business 
Process 

Discusses how EC and 
IT advancements 

impact BPR; highlights 
firms' approaches to 
improving business 

process management 
for competitive 

advantage. 

Difficulty in 
standardising 

EC tools across 
diverse 

business 
processes. 

Further 
exploration into 

EC tools’ 
adaptation in 

various 
industries and 
updated BPR 

methodologies. 

[68]] Identify 
process gaps 
and propose 

re-engineered 
process model 
with E-Form 
Information 

System. 

Rental 
Services 

Proposes five 
components for BPR in 

rental companies, 
focusing on preventing 
customer data leakage 
through improved core 

business processes. 

Security 
challenges 

related to data 
privacy and 

implementation 
of effective 
preventive 
measures. 

Explore more 
secure data 

management 
techniques and 

expand re-
engineering 

model to other 
service 

industries. 

[69] Develop a 
machine 

learning model 
to classify 
waste in 
business 
processes 

using Lean Six 
Sigma. 

Waste 
Identification 
in Processes 

Proposes a machine 
learning model based 

on Lean Six Sigma 
concepts to identify and 

eliminate waste in 
business processes. 
Input attributes are 

defined with input from 
Lean Six Sigma experts. 

Complexity in 
training ML 
models with 

limited, 
domain-specific 

datasets and 
real-world 

waste 
classification 

issues. 

Testing and 
validation of the 

model in real-
world 

applications, 
refining waste 
categorisation 

and expanding to 
other waste 

types. 

[70] Analyse BPR at 
a 

manufacturing 
facility to 
address 

production 
defects and 

delays. 

Manufacturing Identifies causes of 
production 

inefficiencies in 
manufacturing, 

providing insights and 
recommendations to 

enhance customer 
delivery by reducing 
pre-production and 
online production 

issues. 

Resistance to 
change from 
stakeholders 

and challenges 
in real-time 

data collection 
during 

production 
processes. 

Implement BPR 
across other 

production lines 
and expand to 

automated 
tracking systems 

for real-time 
analysis. 



 
International Journal of Core Engineering & Management 

Volume-7, Issue-12, 2024           ISSN No: 2348-9510 
 

124 

 

[71] Propose a 
digital 

transformation 
model for 

Higher 
Education 

Institutions 
(HEIs) with 

BPM and RPA. 

Higher 
Education 

Institutions 

Presents a model to 
guide HEIs through 

digital transformation 
by integrating BPM 

with RPA to address 
digitalisation pressures. 

Complex 
integration of 
BPM and RPA 

in legacy 
systems of 

HEIs, requiring 
significant 
adaptation. 

Further research 
on RPA 

integration with 
other digital 

transformation 
tools across 

various academic 
and 

administrative 
functions. 

[2] Assess impact 
of line 

automation on 
assembly 
processes 

Assembly Line 
in 

Manufacturing 

Reports significant 
improvements in 

workstation utilisation, 
adherence to Just-in-

Time principles, 
reduced labour, and 

enhanced quality 
control, underscoring 

the benefits of 
structured automation 

implementation for 
process and logistics 

managers in assembly 
line planning. 

Initial 
investment 
costs and 
training 

requirements 
for automation 
technologies. 

Expansion of 
automation 
strategies to 

other assembly 
lines and 

evaluation of 
long-term 

operational 
impacts. 

 
 
VI. CONCLUSION AND FUTURE WORK 
The integration of automation technologies into Business Process Re-engineering (BPR) presents 
both significant opportunities and challenges for enterprises. As a result, automation simplifies 
organisational processes, lower business expenses, enhances reliability, and facilitates quick 
decision-making, making it a crucial factor for any organisation which wants to be relevant in 
the market system. However, the combination of automation with BPR also poses challenges to 
the technological, skill development and organisational culture. This means that enterprises 
should adopt a broader approach and ensure that the automation solution is integrated into the 
enterprise's goals and objectives, apart from having an appreciation of issues such as 
displacement of the workforce and resistance to change. Consequently, trusting the related risks 
and successes of BPR and automation, organisations can lead the way and define the ultimate 
shifts in their strategy and approach in the future. The future of BPR is future development of 
automation technology, will remain the key issue of BPR to change the business environment of 
industries in terms of efficiency and flexibility, or even lasting enhancement. 
 
 
 
 



 
International Journal of Core Engineering & Management 

Volume-7, Issue-12, 2024           ISSN No: 2348-9510 
 

125 

 

REFERENCES 
1. J. Brás, R. Pereira, and S. Moro, “Intelligent Process Automation and Business 

Continuity: Areas for Future Research,” Information (Switzerland). 2023. doi: 
10.3390/info14020122. 

2. M. Bevilacqua, F. E. Ciarapica, I. De Sanctis, G. Mazzuto, and C. Paciarotti, “The 
automation of an assembly system: A business process re-engineering (BPR) 
perspective,” in Proceedings of 2015 International Conference on Industrial Engineering 
and Systems Management, IEEE IESM 2015, 2016. doi: 10.1109/IESM.2015.7380185. 

3. R. Goyal, “THE ROLE OF BUSINESS ANALYSTS IN INFORMATION MANAGEMENT 
PROJECTS,” Int. J. Core Eng. Manag., vol. 6, no. 9, pp. 76–86, 2020. 

4. L. Aversano, G. Canfora, A. De Lucia, and P. Gallucci, “Business process reengineering 
and workflow automation: A technology transfer experience,” J. Syst. Softw., 2002, doi: 
10.1016/S0164-1212(01)00128-5. 

5. H. Sinha, “Predicting Employee Performance in Business Environments Using Effective 
Machine Learning Models,” Int. J. Nov. Res. Dev., vol. 9, no. 9, pp. 875–881, 2024. 

6. S. Bauskar, “BUSINESS ANALYTICS IN ENTERPRISE SYSTEM BASED ON 
APPLICATION OF ARTIFICIAL INTELLIGENCE,” Int. Res. J. Mod. Eng. Technol. Sci., 
vol. 04, no. 01, pp. 1861–1870, 2022, doi: DOI : 
https://www.doi.org/10.56726/IRJMETS18127. 

7. P. Khare, S. Arora, and S. Gupta, “Integration of Artificial Intelligence (AI) and Machine 
Learning (ML) into Product Roadmap Planning,” in 2024 First International Conference 
on Electronics, Communication and Signal Processing (ICECSP), 2024, pp. 1–6. doi: 
10.1109/ICECSP61809.2024.10698502. 

8. A. Tsalgatidou and S. Junginger, “Modelling in the re-engineering process,” ACM 
SIGOIS Bull., vol. 16, no. 1, pp. 17–24, 1995, doi: 10.1145/209891.209896. 

9. R. P. Prasanna Pasam, Rahimoddin Mohammed, Kanaka Rakesh Varma Kothapalli, 
Manzoor Anwar Mohammed, Sai Charan Reddy Vennapusa, Dipakkumar Kanubhai 
Sachani, Vamsi Krishna Yarlagadda, “Mathematical modelling for optimization and 
decision-making in engineering and business,” 2024 

10. S. Arora, P. Khare, and S. Gupta, “A Machine Learning for Role Based Access Control: 
Optimizing Role Management and Permission Management,” in 2024 First International 
Conference on Pioneering Developments in Computer Science & Digital Technologies 
(IC2SDT), 2024, pp. 158–163. doi: 10.1109/IC2SDT62152.2024.10696236. 

11. J. Thomas, J. R. Vummadi, and R. Shah, “Machine Learning Integrated Supplier 
Management Device,” Intellect. Prop. Off. is an Oper. name Pat. Off., 2024, [Online]. 
Available: 
https://www.researchgate.net/publication/384291069_Machine_Learning_Integrated_
Supplier_Management_Device 

12. J. Thomas, J. R. Vummadi, and R. Shah, “Machine Learning Driven Device for Enhanced 
Quality Oversight in Supply Chains,” Intellect. Prop. Off. is an Oper. name Pat. Off., 
2024, [Online]. Available: 



 
International Journal of Core Engineering & Management 

Volume-7, Issue-12, 2024           ISSN No: 2348-9510 
 

126 

 

https://www.researchgate.net/publication/384291071_Machine_Learning_Driven_Dev
ice_for_Enhanced_Quality_Oversight_in_Supply_Chains 

13. R. Tandon, “Prediction of Stock Market Trends Based on Large Language Models,” J. 
Emerg. Technol. Innov. Res., vol. 11, no. 9, pp. a615–a622, 2024. 

14. Y. Al-Anqoudi, A. Al-Hamdani, M. Al-Badawi, and R. Hedjam, “Using machine 
learning in business process re-engineering,” Big Data and Cognitive Computing. 2021. 
doi: 10.3390/bdcc5040061. 

15. K. Patel, “AN ANALYSIS OF QUALITY ASSURANCE FOR BUSINESS INTELLIGENCE 
PROCESS IN EDUCATION SECTOR,” IJNRD - Int. J. Nov. Res. Dev., vol. 9, no. 9, pp. 
a884–a896, 2024. 

16. K. Patel, “Exploring the Combined Effort Between Software Testing and Quality 
Assurance: A Review of Current Practices and Future,” Int. Res. J. Eng. Technol., vol. 11, 
no. 09, pp. 522–529, 2024. 

17. M. S. Rajeev Arora, “Applications of Cloud Based ERP Application and how to address 
Security and Data Privacy Issues in Cloud application,” Himal. Univ., 2022. 

18. R. Bishukarma, “The Role of AI in Automated Testing and Monitoring in SaaS 
Environments,” IJRAR, vol. 8, no. 2, 2021, [Online]. Available: 
https://www.ijrar.org/papers/IJRAR21B2597.pdf 

19. R. Bishukarma, “Adaptive AI-Based Anomaly Detection Framework for SaaS Platform 
Security,” Int. J. Curr. Eng. Technol., vol. 12, no. 07, pp. 541–548, 2022, doi: 
https://doi.org/10.14741/ijcet/v.12.6.8. 

20. S. Khodambashi, “Business Process Re-engineering Application in Healthcare in a 
Relation to Health Information Systems,” Procedia Technol., 2013, doi: 
10.1016/j.protcy.2013.12.106. 

21. R. Arora, A. Kumar, and A. Soni, “AI-Driven Self-Healing Cloud Systems: Enhancing 
Reliability and Reducing Downtime through Event- Driven Automation.” 2024. 

22. R. Arora, S. Gera, and M. Saxena, “Mitigating Security Risks on Privacy of Sensitive Data 
used in Cloud-based ERP Applications,” in 2021 8th International Conference on 
Computing for Sustainable Global Development (INDIACom), 2021, pp. 458–463. 

23. A. Alturkistani, E. Aljohani, R. Alharbi, R. Assar, S. Aloufi, and S. Mahgoub, “Business 
Process Automation and Re-engineering for Enhancing Recruitment and Selection 
Process : Case study in Refining & Petrochemical Company,” vol. 9, no. 11, pp. 1438–
1445, 2020, doi: 10.21275/SR201122132106. 

24. K. P. and S. Gupta, “The Impact of Data Quality Assurance Practices in Internet of 
Things (IoT) Technology,” Int. J. Tech. Innov. Mod. Eng. Sci., vol. 10, no. 10, pp. 1–8, 
2024. 

25. J. J. Sungau, P. C. Ndunguru, and J. Kimeme, “BUSINESS PROCESS RE-
ENGINEERING: THE TECHNIQUE TO IMPROVE DELIVERING SPEED OF SERVICE 
INDUSTRY IN TANZANIA,” Indep. J. Manag. Prod., 2013, doi: 10.14807/ijmp.v4i1.68. 

26. N. Richard and T. G. C. Agwor, “Cost benefit analysis of re-engineering the business 
process in Nigerian banks,” J. Bus. Retail Manag. Res., 2015. 



 
International Journal of Core Engineering & Management 

Volume-7, Issue-12, 2024           ISSN No: 2348-9510 
 

127 

 

27. Muthuvel Raj Suyambu and Pawan Kumar Vishwakarma, “State-of-Art Techniques for 
Photovoltaic (PV) Power Systems and their Impacts,” Int. J. Adv. Res. Sci. Commun. 
Technol., vol. 4, no. 3, pp. 381–389, Oct. 2024, doi: 10.48175/IJARSCT-19956. 

28. P. Kumar Vishwakarma and M. Raj Suyambu, “The Impact of Incorporation Renewable 
Energy on Resilience and Stability of Power Grid System,” Int. J. Innov. Sci. Res. 
Technol., vol. 9, no. 10, pp. 1519–1526, Nov. 2024, doi: 10.38124/ijisrt/IJISRT24OCT1529. 

29. H. Sarpana Chandu, “Robust Control of Electrical Machines in Renewable Energy 
Systems: Challenges and Solutions,” Int. J. Innov. Sci. Res. Technol., vol. 09, no. 10, pp. 
594–602, Oct. 2024, doi: 10.38124/ijisrt/IJISRT24OCT654. 

30. Muthuvel Raj Suyambu and Pawan Kumar Vishwakarma, “Improving grid reliability 
with grid-scale Battery Energy Storage Systems (BESS),” Int. J. Sci. Res. Arch., vol. 13, no. 
1, pp. 776–789, Sep. 2024, doi: 10.30574/ijsra.2024.13.1.1694. 

31. H. S. Chandu, “Enhancing Manufacturing Efficiency: Predictive Maintenance Models 
Utilizing IoT Sensor Data,” IJSART, vol. 10, no. 9, 2024. 

32. H. S. Chandu, “Efficient Machine Learning Approaches for Energy Optimization in 
Smart Grid Systems,” vol. 10, no. 9, 2024. 

33. N. Neumann, “Challenges of business process re-engineering,” IMC J., 1995. 
34. H. S. Chandu, “A Survey of Memory Controller Architectures: Design Trends and 

Performance Trade-offs,” Int. J. Res. Anal. Rev., vol. 9, no. 4, pp. 930–936, 2022. 
35. M. R. S. and P. K. Vishwakarma, “THE ASSESSMENTS OF FINANCIAL RISK BASED 

ON RENEWABLE ENERGY INDUSTRY,” Int. Res. J. Mod. Eng. Technol. Sci., vol. 06, 
no. 09, pp. 758–770, 2024. 

36. A. P. A. Singh, “STRATEGIC APPROACHES TO MATERIALS DATA COLLECTION 
AND INVENTORY MANAGEMENT,” Int. J. Bus. Quant. Econ. Appl. Manag. Res., vol. 
7, no. 5, 2022. 

37. A. P. A. Singh and N. Gameti, “Leveraging Digital Twins for Predictive Maintenance: 
Techniques, Challenges, and Application,” IJSART, vol. 10, no. 09, pp. 118–128, 2024. 

38. A. P. A. Singh, “Streamlining Purchase Requisitions and Orders : A Guide to Effective 
Goods Receipt Management,” J. Emerg. Technol. Innov. Res., vol. 8, no. 5, pp. g179–
g184, 2021. 

39. A. P. A. S. and N. Gameti, “Digital Twins in Manufacturing: A Survey of Current 
Practices and Future Trends,” Int. J. Sci. Res. Arch., vol. 13, no. 1, pp. 1240–1250, 2024. 

40. A. P. A. Singh, N. Gameti, and S. Gupta, “Future Trends in Industrial Hydraulics and 
Pneumatics: Implications for Operations and Maintenance,” Int. J. Tech. Innov. Mod. 
Eng. Sci., vol. 10, no. 10, pp. 15–25, 2024. 

41. D. A. Buchanan, “The limitations and opportunities of business process re-engineering 
in a politicized organizational climate,” Hum. Relations, 1997, doi: 
10.1177/001872679705000103. 

42. A. P. A. S. and NeepakumariGameti, “Asset Master Data Management: Ensuring 
Accuracy and Consistency in Industrial Operations,” Int. J. Nov. Res. Dev., vol. 9, no. 9, 
pp. a861-c868, 2024. 



 
International Journal of Core Engineering & Management 

Volume-7, Issue-12, 2024           ISSN No: 2348-9510 
 

128 

 

43. R. Goyal, “An Effective Machine Learning Based Regression Techniques For Prediction 
Of Health Insurance Cost,” Int. J. Core Eng. Manag., vol. 7, no. 11, pp. 49–60, 2024. 

44. S. Bauskar, “Enhancing System Observability with Machine Learning Techniques for 
Anomaly Detection,” Int. J. Manag. IT Eng., vol. 14, no. 10, pp. 64–70, 2024. 

45. S. Bauskar, “AN PREDICTIVE ANALYTICS OR DATA QUALITY ASSESSMENT 
THROUGH ARTIFICIAL INTELLIGENCE TECHNIQUES,” Int. Res. J. Mod. Eng. 
Technol. Sci., vol. 06, no. 09, pp. 3330–3337, 2024, doi: 
https://www.doi.org/10.56726/IRJMETS61568. 

46. S. Bauskar, “Advanced Encryption Techniques For Enhancing Data Security In Cloud 
Computing Environment,” Int. Res. J. Mod. Eng. Technol. Sci., vol. 05, no. 10, pp. 3328–
3339, 2023, doi: : https://www.doi.org/10.56726/IRJMETS45283. 

47. [47] S. Bauskar, “Predictive Analytics For Sales Forecasting In Enterprise Resource,” 
Int. Res. J. Mod. Eng. Technol. Sci., vol. 04, no. 06, pp. 4607–4618, 2022, doi: 
https://www.doi.org/10.56726/IRJMETS26271. 

48. R. Goyal, “THE ROLE OF REQUIREMENT GATHERING IN AGILE SOFTWARE 
DEVELOPMENT: STRATEGIES FOR SUCCESS AND CHALLENGES,” Int. J. Core Eng. 
Manag., vol. 6, no. 12, pp. 142–152, 2021. 

49. K. Patel, “Quality Assurance In The Age Of Data Analytics: Innovations And 
Challenges,” Int. J. Creat. Res. Thoughts, vol. 9, no. 12, pp. f573–f578, 2021. 

50. H. Sinha, “The Identification of Network Intrusions with Generative Artificial 
Intelligence Approach for Cybersecurity,” J. Web Appl. Cyber Secur., vol. 2, no. 2, pp. 
20–29, Oct. 2024, doi: 10.48001/jowacs.2024.2220-29. 

51. H. Sinha, “Benchmarking Predictive Performance Of Machine Learning Approaches For 
Accurate Prediction Of Boston House Prices : An In-Depth Analysis,” ternational J. Res. 
Anal. Rev., vol. 11, no. 3, 2024. 

52. M. Gopalsamy, “Identification And Classification Of Phishing Emails Based on Machine 
Learning Techniques To Improvise Cyber security,” IJSART, vol. 10, no. 10, 2024. 

53. S. Arora, P. Khare, and S. Gupta, “AI-Driven DDoS Mitigation at the Edge: Leveraging 
Machine Learning for Real-Time Threat Detection and Response,” in 2024 International 
Conference on Data Science and Network Security (ICDSNS), IEEE, Jul. 2024, pp. 1–7. 
doi: 10.1109/ICDSNS62112.2024.10690930. 

54. H. Sinha, “Predicting Bitcoin Prices Using Machine Learning Techniques With Historical 
Data,” Int. J. Creat. Res. Thoughts, vol. 12, no. 8, 2024, doi: 10.3390/e25050777. 

55. H. Sinha, “An examination of machine learning-based credit card fraud detection 
systems,” Int. J. Sci. Res. Arch., vol. 12, no. 01, pp. 2282–2294, 2024, doi: 
https://doi.org/10.30574/ijsra.2024.12.2.1456. 

56. M. Gopalsamy, “Advanced Cybersecurity in Cloud Via Employing AI Techniques for 
Effective Intrusion Detection,” Int. J. Res. Anal. Rev., vol. 8, no. 01, pp. 187–193, 2021. 

57. K. Bhavsar, D. V. Shah, and D. S. Gopalan, “Business Process Reengineering: A Scope of 
Automation in Software Project Management using Artificial Intelligence,” Int. J. Eng. 
Adv. Technol., 2019, doi: 10.35940/ijeat.b2640.129219. 



 
International Journal of Core Engineering & Management 

Volume-7, Issue-12, 2024           ISSN No: 2348-9510 
 

129 

 

58. H. Sinha, “Predicting Employee Performance in Business Environments Using Effective 
Machine Learning Models,” IJNRD - Int. J. Nov. Res. Dev., vol. 9, no. 9, pp. a875–a881, 
2024. 

59. P. Khare, S. Arora, and S. Gupta, “Recognition of Fingerprint Biometric Verification 
System Using Deep Learning Model,” in 2024 International Conference on Data Science 
and Network Security (ICDSNS), 2024, pp. 1–7. doi: 
10.1109/ICDSNS62112.2024.10691020. 

60. H. Sinha, “Advanced Deep Learning Techniques for Image Classification of Plant Leaf 
Disease,” J. Emerg. Technol. Innov. Res. www.jetir.org, vol. 11, no. 9, pp. b107–b113, 
2024. 

61. H. Sinha, “ANALYZING MOVIE REVIEW SENTIMENTS ADVANCED MACHINE 
LEARNING AND NATURAL LANGUAGE PROCESSING METHODS,” Int. Res. J. 
Mod. Eng. Technol. Sci. (, vol. 06, no. 08, pp. 1326–1337, 2024. 

62. F. Huang and M. A. Vasarhelyi, “Applying robotic process automation (RPA) in 
auditing: A framework,” Int. J. Account. Inf. Syst., 2019, doi: 
10.1016/j.accinf.2019.100433. 

63. F. A. Lievano-Martínez, J. D. Fernández-Ledesma, D. Burgos, J. W. Branch-Bedoya, and 
J. A. Jimenez-Builes, “Intelligent Process Automation: An Application in Manufacturing 
Industry,” Sustain., 2022, doi: 10.3390/su14148804. 

64. Sahil Arora and Apoorva Tewari, “Fortifying Critical Infrastructures: Secure Data 
Management with Edge Computing,” Int. J. Adv. Res. Sci. Commun. Technol., vol. 3, no. 
2, pp. 946–955, Aug. 2023, doi: 10.48175/IJARSCT-12743E. 

65. S. A. and A. Tewari, “AI-Driven Resilience: Enhancing Critical Infrastructure with Edge 
Computing,” Int. J. Curr. Eng. Technol., vol. 12, no. 02, pp. 151–157, 2022, doi: 
https://doi.org/10.14741/ijcet/v.12.2.9. 

66. P. Samaranayake, “Business process integration, automation, and optimization in ERP: 
Integrated approach using enhanced process models,” Bus. Process Manag. J., 2009, doi: 
10.1108/14637150910975516. 

67. C. Xin, “Approaching to the application of e-commerce and business process 
management and re-engineering,” in Proceedings - 2009 IITA International Conference 
on Control, Automation and Systems Engineering, CASE 2009, 2009. doi: 
10.1109/CASE.2009.143. 

68. P. Rahayu, E. Setvowati, and R. Novianti, “Enterprise Modeling for Improving 
Company Core Busiess Using Business Process Re-Engineering,” in 2023 6th 
International Conference of Computer and Informatics Engineering (IC2IE), 2023, pp. 
362–367. doi: 10.1109/IC2IE60547.2023.10331391. 

69. Y. Al-Anqoudi and A. Al-Hamdani, “A Machine Learning Classification Model for 
Process Waste Types Identification and Business Process Re-Engineering Automation,” 
in 2022 International Conference on Machine Learning, Big Data, Cloud and Parallel 
Computing, COM-IT-CON 2022, 2022. doi: 10.1109/COM-IT-CON54601.2022.9850932. 



 
International Journal of Core Engineering & Management 

Volume-7, Issue-12, 2024           ISSN No: 2348-9510 
 

130 

 

70. K. R. Ramdass and N. Sukdeo, “The Application of Business Process Re-engineering at a 
Fashion Retailer: A Case Study,” in IEEE International Conference on Industrial 
Engineering and Engineering Management, 2022. doi: 10.1109/IEEM55944.2022.9989696. 

71. H. L. Mora and P. P. Sanchez, “Digital Transformation in Higher Education Institutions 
with Business Process Management : Robotic Process Automation mediation model,” in 
Iberian Conference on Information Systems and Technologies, CISTI, 2020. doi: 
10.23919/CISTI49556.2020.9140851. 


