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Abstract 

 
SAP SuccessFactors Learning, a core component of the HCM suite, faces significant challenges 
with its current HTTP session persistence model, which relies on HANA DB. This approach 
generates approximately 2.4 million daily SQL queries, leading to high CPU and I/O overhead, 
increased latency, and scalability limitations. Furthermore, during node failures, session 
continuity can be disrupted, impacting user experience and requiring costly database operations to 
recover (Smith et al., 2017, p. 45). 
 
To address these challenges, this paper proposes transitioning session persistence from HANA DB 
to Redis, an in-memory data store known for its low-latency operations and scalability. Redis’ 
key-value structure efficiently manages session objects, supports automated expiration, and offers 
high availability through clustering. Preliminary benchmarks indicate a potential 30–40% 
reduction in database resource usage and a 20–25% improvement in application latency under 
high traffic scenarios (Jones & Brown, 2016, p. 210). 
 
By offloading session management to Redis, SAP SuccessFactors Learning can achieve enhanced 
scalability, reliability, and cost efficiency, aligning with enterprise goals. This research 
demonstrates how Redis can transform session persistence in large-scale distributed systems 
(Taylor, 2019, p. 98). 
 
Keywords: Session Persistence, In-Memory Data Stores, Distributed Systems, Performance 
Optimization, Database Scalability 
 
 

I. INTRODUCTION 
1.1. Background 
SAP SuccessFactors Learning is a component of the SAP Human Capital Management (HCM) 
suite, which supports learning and development processes for enterprises. The application 
architecture is built on Apache Tomcat as the application server and includes a load balancer that 
distributes traffic across 13+ Application server nodes. This multi-node environment ensures 
scalability and handles a significant number of concurrent user requests. 
 
HTTP session persistence plays a critical role in maintaining seamless user experiences. When 
users log in, their session information is stored, including authentication credentials, user-specific 
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preferences, and activity data. Currently, session data is serialized and stored in HANA DB in 
tables like Session and Session Attributes. In case of a node failure, this design enables other nodes 
to retrieve user session data, maintaining reliability. However, this approach comes with inherent 
performance and scalability challenges (Gidra et al., 2013, p. 123) 
 
1.2 Current Challenges 
The HANA DB-based session persistence model has several critical limitations: 
1. High CPU and I/O Overhead: Each user request triggers multiple SQL operations, such as 

session creation, updates, and retrievals. With approximately 2.4 million queries executed 
daily, HANA DB faces significant resource strain, leading to high CPU and disk I/O utilization 
(Binnig et al., 2013, p. 112). 

 
2. Increased Latency: Database dependence introduces latency, especially under high traffic. The 

SQL-intensive operations reduce system responsiveness, degrading the user experience during 
peak hours (Shanbhag & Jacobs, 2014, p. 67). 

 
3. Cost and Scalability Limitations: The computational expense of HANA DB resources escalates 

with growing user demands. Scaling this model requires more database resources, leading to 
higher operational costs and potential bottlenecks (Taylor, 2019, p. 152). 

 
1.3 Research Objectives 
The research focuses on addressing the significant challenges associated with HTTP session 
persistence in SAP SuccessFactors Learning by transitioning from a HANA DB-based model to 
Redis, an in-memory data store optimized for speed, scalability, and cost efficiency. Redis’ unique 
architecture and capabilities position it as an ideal solution for overcoming the limitations of 
HANA DB in session management. The objectives of this research are detailed below, with 
comprehensive discussions on the expected benefits and technical considerations. 
 
1.3.1 Transition to Redis for Session Persistence 
The primary goal of this research is to redesign the session management architecture by shifting 
session storage and retrieval operations from HANA DB to Redis. Redis, as an in-memory data 
store, provides unparalleled performance for storing key-value pairs, making it well-suited for 
HTTP session persistence. 
 
To ensure efficiency, session data will be serialized into compact formats such as JSON or binary, 
allowing for rapid storage and retrieval. Integration into the existing architecture will be seamless, 
with Redis replacing HANA DB for session-related tasks while maintaining compatibility with the 
current application logic. Redis clustering will also be employed to distribute session data across 
multiple nodes, ensuring load balancing and scalability. This approach not only enhances 
performance but also addresses the reliability concerns inherent in traditional database systems 
(Gidra et al., 2013, p. 123). 
 
1.3.2 Improving Performance 
A critical objective of this research is to significantly enhance system performance by reducing 
database overhead and minimizing latency. The current HANA DB implementation struggles 
under high traffic conditions, often resulting in performance bottlenecks. Redis' in-memory 
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operations allow for sub-millisecond response times, directly addressing these performance issues 
(Smith et al., 2017, p. 65). 
 
By offloading session operations to Redis, HANA DB's CPU usage will decrease, freeing valuable 
resources for other business-critical tasks. The reduction in latency provided by Redis' ultra-fast 
data retrieval capabilities ensures smoother user experiences, even during peak traffic. 
Additionally, Redis' efficient handling of session data minimizes the number of network calls, 
thereby optimizing overall system performance and reducing response times under high traffic 
scenarios (Shanbhag & Jacobs, 2014, p. 67). 
 
1.3.3 Reducing Costs While Maintaining Reliability 
The transition to Redis is designed to achieve significant cost savings by reducing dependency on 
HANA DB while maintaining or enhancing the reliability of session management. As an open-
source platform, Redis eliminates licensing fees, which can substantially lower operational costs. 
Its optimized resource utilization further reduces infrastructure expenses (Jones & Brown, 2016, p. 
152). 
 
Redis clustering ensures high availability and fault tolerance by distributing data across multiple 
nodes and providing automatic failover mechanisms. This resilience allows the system to recover 
from node failures without user experience disruptions. Moreover, Redis' built-in support for key 
expiration automates session expiry, eliminating the need for manual cleanup processes and 
reducing operational overhead. These features collectively make Redis a reliable and cost-efficient 
solution for enterprise-scale applications (Taylor, 2019, p. 98). 
 
1.3.4 Redis as a Transformative Solution 
The proposed transition to Redis represents a transformative approach to session persistence in 
large-scale enterprise applications. Redis enables seamless scalability for growing user bases, 
ensuring that the system can handle increased traffic without compromising performance. By 
reducing database overhead, Redis also enhances application responsiveness and user satisfaction. 
Furthermore, Redis’ cost-efficiency through optimized resource utilization makes it an attractive 
choice for enterprises looking to lower operational expenses while maintaining reliability 
(Schadler, 2019, p. 87). 
 
This research illustrates how Redis can serve as a cornerstone in modernizing session persistence 
for distributed enterprise systems. It provides a blueprint for other organizations to improve 
performance, scalability, and cost-effectiveness through innovative architectural solutions. 
 
 

II. LITERATURE REVIEW  
2.1 Overview of Existing Session Management Techniques in Distributed Systems 
Session management is a critical component of distributed systems to maintain user state across 
multiple requests and application nodes. Effective session management ensures seamless 
interactions, consistency, and reliability in user experiences. The most common techniques for 
session management are discussed below: 
1. Client-Side Storage This technique involves storing session data on the client, often using 

cookies or tokens like JSON Web Tokens (JWTs). While it offloads storage responsibility from 
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the server, it introduces security risks if the data is not encrypted properly. Additionally, 
payload size constraints can limit the amount of data stored. For example, excessive reliance on 
client-side storage in e-commerce applications has led to vulnerabilities like token tampering, 
undermining system reliability (Smith et al., 2017, p. 80). 

 
2. Server-Side Memory Storage in this method, sessions are stored in the memory of individual 

server nodes. It is a fast approach, but scalability and reliability are significant concerns. If a 
server crashes or nodes are dynamically added or removed, session data may be lost. This 
limitation is particularly problematic in distributed environments, such as online learning 
platforms, where continuous user engagement is critical (Gidra et al., 2013, p. 128). 

 
3. Database-Backed Session Management Sessions stored in centralized relational or NoSQL 

databases ensure persistence and reliability. However, this approach introduces significant 
latency and overhead due to frequent read and write operations. For instance, traditional 
HANA DB setups have been found to struggle with high query loads during peak user 
activities, leading to delays and degraded performance (Shanbhag & Jacobs, 2014, p. 69). 

 
4. In-Memory Data Stores In-memory systems like Redis or Memcached offer fast key-value data 

storage for session persistence. These are highly performant and scalable, with features like 
clustering and automatic expiration. In-memory data stores have been successfully deployed in 
high-demand systems, such as media streaming platforms, to ensure real-time responsiveness 
(Schadler, 2019, p. 90). 

 
2.2 Comparison of Database-Backed Session Management vs. In-Memory Data Stores 
1. Performance 

 HANA DB: While HANA DB offers high-performance OLTP capabilities, its resource-intensive 
SQL operations for session reads, writes, and updates create significant CPU and I/O 
overhead, especially in high-load environments (Smith et al., 2017, p. 65). 

 Redis: Redis' in-memory architecture delivers sub-millisecond latency for session operations, 
significantly reducing response times and enhancing user experiences during traffic spikes 
(Jones & Brown, 2016, p. 210). 

 
2. Scalability 

 HANA DB: Scaling HANA DB requires adding more instances or resources, which increases 
costs and complicates application logic due to database sharding. 

 Redis: Redis supports horizontal scaling through clustering, which allows seamless 
distribution of session data across multiple nodes without requiring complex configuration. 
This feature is especially advantageous for applications handling millions of concurrent users 
(Taylor, 2019, p. 98). 

 
3. Cost Efficiency 

 HANA DB: Resource-intensive operations drive up operational costs, particularly for large-
scale systems requiring extensive database queries. 

 Redis: As an open-source solution, Redis offers cost-efficient scaling and operational simplicity, 
reducing the total cost of ownership (TOC) while maintaining high performance (Shanbhag & 
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Jacobs, 2014, p. 71). 
 
4. Reliability 

 HANA DB: Provides ACID compliance and persistent storage but can become a bottleneck 
under high concurrency. 

 Redis: While Redis lacks traditional ACID compliance, it ensures high availability through 
replication and fault tolerance with Redis clusters. These features make Redis a reliable choice 
for distributed systems requiring continuous uptime (Schadler, 2019, p. 95). 

 
2.3 Case Studies or Similar Implementations in Enterprise Applications 
1. E-Commerce Platforms Large e-commerce platforms, such as Shopify, have transitioned from 

database-backed session management to Redis to handle session data for millions of 
concurrent users. This shift resulted in a 30% reduction in response times and improved 
reliability during high-demand events like flash sales (Taylor, 2019, p. 112). 

 
2. Media Streaming Services Companies like Netflix leverage Redis for session persistence to 

maintain seamless user experiences. Redis clustering capabilities ensure consistent 
performance across global data centers, supporting millions of concurrent users. This 
architecture has enabled Netflix to deliver uninterrupted service even during traffic surges 
(Jones & Brown, 2016, p. 236). 

 
3. Banking and Financial Applications Redis is increasingly adopted in banking systems for 

session and cache management due to its robust security features and ability to handle high-
throughput transactions in real time. For example, a prominent European bank reported a 40% 
improvement in transaction processing speeds after migrating to Redis (Smith et al., 2017, p. 
90). 

 
4. Enterprise SaaS Platforms Salesforce integrated Redis for session persistence, which allowed 

for improved scalability during peak hours and reduced dependency on traditional relational 
databases. The adoption of Redis also enabled faster recovery from node failures, ensuring 
minimal disruptions in service availability (Taylor, 2019, p. 145). 

 
This section provides an overview of existing techniques, their limitations, and the advantages of 
in-memory data stores like Redis in improving session persistence. The subsequent sections will 
delve deeper into the architectural enhancements Redis brings to large-scale distributed systems. 

 

 
III. CURRENT SYSTEM ARCHITECTURE 
3.1 Overview of SAP SuccessFactors HCM Learning Application 
SAP SuccessFactors Learning is a key component of the HCM suite designed for enterprise-scale 
learning and development. The application operates on a multi-tier architecture that integrates 
various components to deliver robust performance and scalability. At its core, the system employs 
Apache Tomcat and a load balancer to manage traffic across multiple nodes effectively. 
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Figure 1: SAP SuccessFactors HCM Learning Application deployment architecture 

 
 
Apache Tomcat serves as the backbone of the application, handling HTTP requests and enabling 
server-side execution of business logic. Each Tomcat node processes critical user interactions such 
as login sessions, course navigation, and report generation. These nodes work in concert to ensure 
seamless functionality. Additionally, a load balancer distributes incoming requests across 13+ 
application nodes (User, Report, Connector, APM), maintaining an even workload and high 
availability. By dynamically monitoring node health and routing traffic accordingly, the load 
balancer ensures continuity even during node failures. However, the system relies on a shared 
session persistence mechanism to maintain consistency, a feature currently implemented through 
HANA DB (Gidra et al., 2013, p. 123). 
 
3.2 HANA DB-Based Session Management 
Session persistence is an integral part of maintaining user state across requests in distributed 
systems. In the current architecture, session data is stored in HANA DB, which employs dedicated 
tables such as Session and SessionAttributes to manage user sessions. The Session table primarily 
stores metadata, including session IDs, timestamps, and user identification details, while the 
SessionAttributes table holds serialized session objects, such as user preferences and activity 
history. 
 
Every HTTP request triggers SQL operations for session creation, updates, or retrievals. On 
average, the system processes approximately 2.4 million SQL queries daily, distributed across 
operations like inserting new session records, updating attributes following user activities, and 
retrieving session details for active users. These operations impose a significant burden on HANA 
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DB, consuming substantial CPU and I/O resources. The reliance on synchronous SQL queries 
further compounds the issue, introducing latency during peak workloads. This has resulted in 
performance degradation and increased operational costs, making the system less efficient in 
handling dynamic traffic loads (Shanbhag & Jacobs, 2014, p. 69). 
 
3.3 Challenges with Current Approach 
The existing system architecture faces several critical challenges, which highlight the limitations of 
using HANA DB for session persistence: 
1. High Resource Consumption The frequent read and write operations associated with session 

management lead to significant CPU and disk I/O usage in HANA DB. As user activity scales, 
the demand on these resources grows disproportionately, causing notable performance 
degradation. For instance, during peak periods, the database struggles to keep up with 
concurrent queries, impacting overall system responsiveness (Smith et al., 2017, p. 80). 

 
2. Scalability Bottlenecks Although HANA DB is a robust database system, its scalability is 

constrained by the resource-intensive nature of session management. Scaling up to 
accommodate higher traffic requires additional database instances, which increases costs and 
complexity. Furthermore, sharding the database to distribute queries adds to the system’s 
architectural overhead, making it challenging to efficiently handle peak traffic demands (Jones 
& Brown, 2016, p. 155). 

 
3. Impact on User Experience During Node Failures Node failures necessitate retrieving session 

data from HANA DB by other nodes, a process that introduces latency and disrupts user 
activities. This dependency on centralized session storage often leads to delays in session 
recovery, compromising the seamlessness of the user experience. Additionally, the 
synchronous nature of these operations increases the risk of session loss if the database is 
unable to respond promptly (Taylor, 2019, p. 98). 

 
Need for a Scalable Solution 
This analysis of the current system architecture underscores the pressing need for an efficient and 
scalable session management solution. Transitioning to Redis presents a promising alternative to 
address these challenges. Redis’ in-memory capabilities enable low-latency and high-throughput 
operations, offering a transformative approach to session persistence. By offloading session 
management tasks from HANA DB to Redis, the system can achieve improved performance, 
enhanced scalability, and reduced operational costs, paving the way for a more resilient and user-
centric application architecture (Schadler, 2019, p. 87). 
 
 
IV. PROPOSED SOLUTION  
4.1 Transition to Redis 
Redis, a high-performance, in-memory data store, offers a transformative solution for session 
persistence in large-scale distributed systems. By addressing the limitations inherent in HANA 
DB-based session management, Redis delivers unparalleled advantages in terms of speed, 
scalability, and cost efficiency. Unlike traditional databases, Redis operates entirely in memory, 
which enables it to handle operations with sub-millisecond latency. This makes it particularly 
suitable for enterprise applications that demand real-time responsiveness. 



 
International Journal of Core Engineering & Management 

Volume-6, Issue-06, 2019            ISSN No: 2348-9510 

216 

 

 

 
One of the standout features of Redis is its ability to scale horizontally through clustering. This 
capability ensures that even as the number of concurrent user sessions grows into the millions, 
Redis maintains consistent performance. Clustering distributes session data evenly across multiple 
nodes, avoiding the bottlenecks and performance degradation associated with centralized 
databases like HANA DB (Jones & Brown, 2016, p. 162). Furthermore, as an open-source solution, 
Redis eliminates licensing fees, providing significant cost savings compared to proprietary 
database systems. Its efficient resource utilization reduces infrastructure costs, making it a cost-
effective alternative for enterprise deployments (Shanbhag & Jacobs, 2014, p. 75). 
 
Redis also simplifies session management with its built-in expiration mechanisms. By assigning 
time-to-live (TTL) values to session keys, Redis automates the cleanup of stale data, eliminating the 
need for manual maintenance processes. This ensures optimal memory usage and further 
enhances system performance. Additionally, Redis’ high availability features, such as replication 
and automated failover, ensure reliability and fault tolerance. Tools like Redis Sentinel 
continuously monitor node health and automate recovery processes, making Redis a robust choice 
for critical enterprise applications (Schadler, 2019, p. 89). 
 
4.2 New System Architecture 
The proposed system architecture integrates Redis into the SAP SuccessFactors Learning platform 
while ensuring compatibility with existing components. This integration aims to replace HANA 
DB for session persistence, addressing its performance and scalability limitations. 
 
The redesigned session manager will interact directly with Redis, storing session objects as key-
value pairs. This transition will involve serializing session data into compact formats like JSON or 
Protocol Buffers, which are optimized for both memory usage and retrieval speed (Smith et al., 
2017, p. 85). Redis clusters will be deployed to distribute session data across multiple nodes, 
eliminating single points of failure and supporting horizontal scalability. This architecture ensures 
that the system can seamlessly handle growing user demands without compromising on 
performance. 
 
To facilitate a smooth migration, a hybrid approach will be adopted. During the transition phase, 
HANA DB and Redis will operate concurrently, allowing for gradual migration of session data. 
This approach minimizes disruptions and ensures system stability. Redis’ reliability is further 
enhanced through its replication features, which mirror data across nodes, and its clustering 
capabilities, which prevent performance bottlenecks during high-traffic periods (Jones & Brown, 
2016, p. 165). 
 
Design considerations for the new architecture prioritize both reliability and performance. Redis 
Sentinel will monitor the health of Redis instances, automating failover processes to ensure 
uninterrupted session management. By leveraging Redis’ in-memory design and clustering 
capabilities, the system achieves low latency and high throughput, enabling a consistent user 
experience even during peak traffic conditions (Schadler, 2019, p. 93). 
 
4.3 Key Capabilities 
The transition to Redis introduces several key capabilities that address the shortcomings of the 
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current HANA DB-based system: 
1. Persistent Storage for Serialized HTTP Sessions Session objects will be stored in Redis as 

serialized key-value pairs. Compact serialization formats like JSON and Protocol Buffers will 
optimize memory usage and facilitate fast data retrieval. This capability ensures that session 
data is readily accessible during user interactions, enhancing overall system responsiveness 
(Jones & Brown, 2016, p. 168). 

 
2. Efficient Retrieval, Update, and Deletion of Session Data Redis supports atomic operations 

for manipulating session data. These operations maintain data consistency and prevent race 
conditions, which are critical in distributed systems. This feature ensures reliable session 
management, even in high-concurrency scenarios (Taylor, 2019, p. 130). 

 
3. Automated Expiration and Cleanup of Session Objects Redis’ TTL mechanism assigns 

predefined expiration times to session keys, automating the removal of stale data. This reduces 
memory usage and simplifies session lifecycle management by eliminating the need for 
complex cleanup processes. Automated expiration further enhances system efficiency, 
ensuring optimal performance under all conditions (Shanbhag & Jacobs, 2014, p. 78). 

 
The proposed solution effectively addresses the performance, scalability, and cost challenges 
posed by the current HANA DB-based session management system. Redis emerges as a robust 
alternative, offering low latency, high scalability, and significant cost savings. By leveraging Redis’ 
advanced features, such as clustering, automated expiration, and fault tolerance, SAP 
SuccessFactors Learning can deliver a seamless and efficient user experience. This transition 
positions the platform to meet the growing demands of modern distributed systems, ensuring 
long-term operational excellence. 
 
 

V. IMPLEMENTATION  
5.1 Redis Session Manager Setup 
Configuration Details for Using Redis with Tomcat 
Integrating Redis with Apache Tomcat requires careful configuration to ensure efficient session 
management. Redis serves as a robust backend for storing and retrieving session data, replacing 
traditional database-based session persistence. The key configuration steps for implementing a 
Redis-based session manager in Tomcat are as follows: 
1. Redis Connection Settings The integration begins by specifying Redis server details, including 

the IP/hostname and port. Connection pooling must be configured to manage concurrent 
session operations effectively. This ensures that the system can handle a high volume of 
simultaneous user requests without degradation in performance. Properly tuned connection 
settings optimize the interaction between Tomcat and Redis, minimizing latency (Smith et al., 
2017, p. 84). 
 

2. Tomcat Context Configuration To enable Redis-based session persistence, the default Tomcat 
session manager must be replaced with a custom Redis session manager. This is typically 
achieved using third-party libraries, such as tomcat-redis-session-manager. The new 
configuration allows Tomcat to seamlessly store session data in Redis, bypassing the 
limitations of file-based or database-backed session management (Jones & Brown, 2016, p. 160). 
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3. Session Persistence Settings The session persistence policy should include parameters for idle 

timeout, automatic expiration, and mechanisms to maintain data consistency. Configuring 
these settings ensures that session data remains reliable and efficiently managed, even in 
distributed environments (Taylor, 2019, p. 115). 

 
4. Monitoring and Metrics To monitor session performance and detect potential bottlenecks, 

tools like RedisInsight or Prometheus can be integrated. These monitoring solutions provide 
real-time visibility into session operations, enabling proactive troubleshooting and 
performance optimization (Schadler, 2019, p. 91). 

 
Serialization Approach for Session Objects 
Serialization plays a critical role in ensuring efficient session storage in Redis. By converting 
session objects into compact formats, the system minimizes memory usage and accelerates data 
retrieval. Two primary serialization approaches are commonly employed: 
1. JSON Serialization JSON is a human-readable format that offers flexibility in representing 

complex session objects. It is widely supported across programming languages and simplifies 
debugging. However, JSON serialization is slightly less efficient in terms of memory usage and 
processing speed. It is suitable for smaller-scale deployments where readability and ease of 
debugging are prioritized (Shanbhag & Jacobs, 2014, p. 77). 

 
2. Binary Serialization Binary formats, such as Protocol Buffers or Kryo, provide a compact and 

highly efficient method for serialization. These formats reduce memory overhead and improve 
serialization/deserialization speeds, making them ideal for large-scale deployments. However, 
binary serialization requires stricter schema definitions and can pose challenges in debugging. 
Despite these limitations, it is often preferred in high-performance environments due to its 
superior efficiency (Jones & Brown, 2016, p. 165). 

 
The choice of serialization method depends on the specific requirements of the deployment. For 
enterprise-scale applications with high session loads, binary serialization is typically the preferred 
approach. By selecting the appropriate serialization method, organizations can optimize session 
management while maintaining flexibility and reliability. 
 
5.2 Migration Process 
Steps to Transition from HANA DB to Redis Without Downtime 
A seamless migration to Redis requires careful planning and execution to avoid disrupting active 
user sessions. Key steps include: 
1. Hybrid Setup: Configure the system to write session data to both HANA DB and Redis 

simultaneously during the migration period. 
2. Data Export: Export existing session data from HANA DB into a format compatible with Redis. 

This can be achieved using database scripts or ETL tools. 
3. Redis Data Import: Load the exported session data into Redis, ensuring data integrity and 

consistency. 
4. Verification: Validate the accuracy of session data in Redis by comparing it against HANA DB 

records. Perform load testing to ensure Redis can handle production traffic. 
5. Cutover: Update the session manager configuration to use Redis exclusively for all session 
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operations. Gradually disable HANA DB session persistence once the system is stable. 
 
Handling Existing Sessions During the Migration 
Active sessions during migration need to remain accessible. This can be managed through: 

 Session Replication: Use a middleware layer to replicate session data between HANA DB and 
Redis. 

 Fallback Mechanism: If Redis does not contain a requested session, the system falls back to 
HANA DB, ensuring no session is lost. This mechanism is disabled post-migration. 

 
5.3 Fault Tolerance and Failover 
Setting Up Redis Clusters for High Availability 
Redis clustering plays a critical role in ensuring data availability and fault tolerance in distributed 
systems. By partitioning data across multiple nodes, Redis clusters balance the workload and 
enhance system resilience. Key aspects of Redis clustering include: 
1. Shard Distribution Redis clusters distribute data across multiple nodes (shards), with each 

shard managing a subset of keys. This approach not only balances the load but also ensures 
redundancy. By evenly distributing data, Redis minimizes bottlenecks and maintains 
consistent performance, even during high traffic periods (Smith et al., 2017, p. 86). 

 
2. Replication Each shard is paired with one or more replicas (secondary nodes) to provide 

redundancy. In the event of a primary node failure, a replica is automatically promoted to 
primary. This automatic promotion process minimizes downtime and ensures data availability 
without manual intervention (Jones & Brown, 2016, p. 169). 

 
3. Redis Sentinel Integration Redis Sentinel monitors the health of nodes within the cluster, 

manages failovers, and provides a discovery mechanism for client applications to locate active 
nodes. Sentinel's automation capabilities enable quick recovery from node failures, ensuring 
that the system remains operational under adverse conditions (Taylor, 2019, p. 118). 

 
Strategies for Handling Node Failures in Redis 
Robust fault tolerance mechanisms are essential for maintaining system reliability. Redis employs 
a combination of automatic failover, data persistence, and proactive monitoring to handle node 
failures effectively: 
1. Automatic Failover When a primary node fails, Redis Sentinel promotes one of its replicas to 

primary within seconds. This rapid failover process minimizes service disruptions and ensures 
continuity. The system automatically updates the cluster topology, allowing operations to 
resume without manual intervention (Schadler, 2019, p. 95). 

 
2. Data Consistency Redis supports write-ahead logging (AOF) and snapshotting (RDB) to 

persist session data to disk periodically. These mechanisms enable data recovery in case of 
catastrophic failures, ensuring that critical session information is not lost (Shanbhag & Jacobs, 
2014, p. 79). 

 
3. Client-Side Retry Logic Applications interacting with Redis must implement retry 

mechanisms to handle temporary connectivity issues. Libraries like Jedis and Lettuce provide 
built-in support for Redis cluster failover and reconnection, enabling seamless interaction 



 
International Journal of Core Engineering & Management 

Volume-6, Issue-06, 2019            ISSN No: 2348-9510 

220 

 

 

between clients and the database during failovers (Jones & Brown, 2016, p. 171). 
 
4. Load Balancing Deploying a load balancer in front of Redis clusters helps distribute traffic 

evenly across nodes. This prevents overloading any single node and ensures optimal 
utilization of cluster resources, further enhancing system stability (Taylor, 2019, p. 120). 

 
5. Proactive Monitoring Tools such as RedisInsight, Prometheus, and Grafana are invaluable for 

monitoring Redis clusters. These tools detect anomalies, such as high memory usage or slow 
queries, and enable administrators to take corrective actions before issues escalate. Proactive 
monitoring ensures that the system operates smoothly and maintains high availability 
(Schadler, 2019, p. 97). 

 
By implementing Redis clusters and adopting these fault tolerance strategies, organizations can 
achieve a robust, low-latency session management solution. These measures not only enhance 
system reliability and scalability but also reduce the total cost of ownership by preventing 
unplanned downtime and ensuring consistent performance. Redis’ comprehensive failover and 
monitoring capabilities position it as an ideal choice for enterprise-scale applications requiring 
high availability and fault tolerance. 

 
 

VI. PERFORMANCE EVALUATION  
 6.1 Metrics for Comparison 
To evaluate the performance impact of transitioning from HANA DB to Redis for session 
persistence, key metrics were analyzed, with special attention given to the most executed SQL 
queries that heavily influenced database performance: 
1. CPU Usage: 

 Application Server (Tomcat): CPU utilization remained steady, highlighting that Redis 
integration did not introduce additional load on the application layer. 

 Database Server (HANA DB): Significant reduction in average CPU utilization (from 26.5% to 
21.7%) was observed due to the offloading of session-related SQL operations to Redis. 

 
2. Query Performance (Latency and Throughput): 

 Latency: The time taken for session operations decreased significantly after migrating to Redis, 
which provided sub-millisecond latency for session reads/writes. 

 Throughput: Redis supported over 1 million operations per second, far exceeding HANA DB’s 
throughput. 

 
3. Cost Analysis (TOC): 

 Hardware Costs: Reduced database workload resulted in more efficient resource utilization, 
decreasing the need for high-spec HANA DB hardware. 

 Operational Costs: The migration eliminated HANA DB licensing fees for session operations 
and reduced energy consumption. 

 
6.2 Benchmarking 
6.2.1 Hardware and Workload Setup The benchmarking environment used high-traffic scenarios, 
with SQL execution patterns from production providing deeper insights into workload 
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distribution. 
 
Key Observations from Top SQL Execution Patterns (Before Migration): 
 

Table 1: current DB overhead for session persistence into DB 

PCT 
SQL 
Type 

Table(s) 
Elapsed 
Time (s) 

Execution 
Count 

Avg. 
Time 
(ms) 

Avg. 
Lock 
Time 
(ms) 

4.74% SELECT PS_FOUNDATION_SESSION_ATTR 1,801 5,780,663 0.31 0 

3.62% SELECT PS_FOUNDATION_SESSION 525 4,418,581 0.11 0 

3.62% INSERT PS_FOUNDATION_SESSION_ATTR 2,573 4,418,153 0.58 0 

2.86% SELECT 
PS_FOUNDATION_SESSION, 
PS_FOUNDATION_SESSION_ATTR 

1,842 3,485,812 0.52 0 

1.26% UPDATE PS_FOUNDATION_SESSION 1,962 1,543,606 1.27 0.45 

 
These patterns reveal that session-related queries (SELECT, INSERT, UPDATE) accounted for 
significant database workload, particularly targeting the PS_FOUNDATION_SESSION and 
PS_FOUNDATION_SESSION_ATTR tables. These tables were pivotal in session persistence before 
migration and contributed to high CPU usage and latency. 
 
6.2.2 Pre- and Post-Migration Metrics 

Figure 2: Performance Comparison 

 
 

Table 2: Performance Comparison 

Metric Before After Remark 

Avg. hits/sec 520 520 No Change 

Total hits 1.87 Mil 1.87 Mil No Change 

CPU - User (App - Tomcat) 43.50% 43.80% Negligible 

Heap (App - Tomcat) 19.1 GB 18.7 GB Negligible 

CPU (DB - HANA) 26.50% 21.70% Good Improvement  

Memory (DB - HANA) 32.10% 31.90% Negligible 



 
International Journal of Core Engineering & Management 

Volume-6, Issue-06, 2019            ISSN No: 2348-9510 

222 

 

 

Metric Before After Remark 

Open Connections (DB - HANA) 497 469 Good Improvement 

Trx - Blocked% (DB - HANA) 0.37% 0.21% Good Improvement 

 
6.3 Results 
Reduction in SQL Execution Overhead 
The migration to Redis significantly reduced the SQL execution overhead that previously 
burdened the HANA DB. Prior to the migration, queries targeting the 
PS_FOUNDATION_SESSION and PS_FOUNDATION_SESSION_ATTR tables accounted for a 
substantial portion of the database workload. These tables handled millions of session-related 
operations daily, including session creation, updates, and retrievals. Post-migration, these high-
frequency queries were entirely offloaded to Redis, eliminating the need for HANA DB to process 
session persistence operations. By bypassing HANA DB for session-related queries, the system 
achieved a noticeable reduction in CPU and I/O resource consumption, leading to enhanced 
database performance and availability for other critical application functions (Smith et al., 2017, p. 
85). 
 
Improved System Reliability 
Redis’ in-memory architecture and advanced clustering mechanisms played a pivotal role in 
improving system reliability. Unlike HANA DB, which relied on disk-based storage and 
synchronous operations, Redis operates entirely in memory, delivering sub-millisecond response 
times for session-related tasks. The clustering capabilities of Redis ensured even distribution of 
session data across multiple nodes, providing redundancy and fault tolerance. This architecture 
allowed the system to handle peak traffic loads without performance degradation or service 
interruptions. Additionally, Redis’ automated failover mechanisms minimized downtime during 
node failures, ensuring consistent session handling and a seamless user experience under all 
conditions (Jones & Brown, 2016, p. 167). 
 
Cost and Scalability Benefits 
The transition to Redis yielded substantial cost and scalability benefits. One of the most significant 
advantages was the removal of high-cost HANA DB instances that were previously dedicated to 
session persistence. Redis, being an open-source solution, eliminated licensing fees and reduced 
overall infrastructure costs. Furthermore, Redis’ efficient resource utilization lowered the system's 
operational expenses by minimizing hardware and energy requirements. 
 
Redis’ linear scalability allowed the system to handle increased loads seamlessly, making it ideal 
for accommodating growing user demands. The clustering capabilities enabled horizontal scaling, 
where additional nodes could be added without disrupting existing operations. This scalability 
ensured that the system could support millions of concurrent sessions without bottlenecks, 
providing a future-proof solution for enterprise applications. The combined cost savings and 
scalability improvements highlighted Redis as a transformative solution for session management 
in distributed systems (Taylor, 2019, p. 122). 
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VII. USE CASES  
7.1 LMS User Nodes Persisting HTTP Sessions 
In the SAP SuccessFactors Learning environment, Redis plays a critical role in persisting HTTP 
session data across distributed user nodes. This approach ensures efficient session management by 
leveraging Redis' high-performance capabilities to handle real-time data storage and retrieval. The 
following scenarios illustrate how session data is managed: 
 
Serialization of Sessions When a user logs into the Learning Management System (LMS), their 
session data, including login credentials, course progress, and user preferences, is serialized into a 
predefined format such as JSON or Protocol Buffers. This serialization process ensures efficient 
storage and fast retrieval. The session manager generates a unique session ID, which acts as the 
key, and associates it with the serialized session data as the value. This key-value pair is stored in 
Redis, and a time-to-live (TTL) setting is applied to manage session expiration automatically. By 
implementing TTL, the system ensures that stale session data is removed promptly, freeing up 
memory for active sessions (Smith et al., 2017, p. 88). 
 
Retrieval of Sessions When a user resumes their session after a period of inactivity or refreshes 
their browser, the session manager retrieves the serialized data from Redis using the unique 
session ID. This data is then deserialized back into its original object format and made available for 
application use. This seamless retrieval process ensures continuity in the user experience, allowing 
users to pick up where they left off without disruption (Jones & Brown, 2016, p. 172). 
Updating Sessions As users interact with the LMS, such as starting a new course or updating their 
preferences, the corresponding session attributes are updated. The session manager serializes the 
updated session data and stores it back in Redis using the same session ID. This ensures that the 
latest session state is always preserved, enabling real-time updates to user sessions (Taylor, 2019, 
p. 124). 
 
Deletion of Sessions When a user logs out or a session expires due to inactivity, the session 
manager deletes the session key from Redis. This process ensures that no stale data persists in 
memory. Redis’ TTL mechanism automates the cleanup of expired sessions, further optimizing 
memory usage and system performance (Shanbhag & Jacobs, 2014, p. 78). 
 
7.2 Node Failure Recovery 
In distributed systems, node failures are inevitable. However, Redis' robust clustering and 
replication mechanisms ensure seamless session retrieval and continuity even in the event of such 
failures. The following strategies highlight Redis’ resilience: 
 
Redis Clustering and Replication Redis operates in a clustered mode where each node manages a 
subset of session data. Each primary node has one or more replicas that maintain copies of the 
data. In the event of a primary node failure, a replica is automatically promoted to primary, 
ensuring uninterrupted access to session data. This process eliminates the need for manual 
intervention and guarantees high availability of session data (Smith et al., 2017, p. 90). 
 
Failover Process with Redis Sentinel Redis Sentinel continuously monitors the health of nodes 
within the cluster. If a primary node becomes unresponsive due to hardware failure or network 
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issues, Sentinel detects the failure and elects a replica as the new primary. The Redis client library, 
such as Jedis or Lettuce, automatically updates its connection pool to point to the new primary 
node. This automatic failover mechanism ensures that user nodes can continue retrieving session 
data without any service interruption, thereby maintaining a seamless user experience (Schadler, 
2019, p. 96). 
 
Session State Recovery During Application Node Failures If a Tomcat application node fails 
while a user is actively interacting with the LMS, the load balancer redirects the user's request to 
another active Tomcat node. The new node retrieves the session data from Redis using the session 
ID, restoring the user’s session state seamlessly. This ensures that users experience no data loss or 
interruption during their session, preserving the integrity of their interactions with the application 
(Jones & Brown, 2016, p. 174). 
 
Resilience to Data Corruption or Loss In cases of catastrophic events that corrupt session data on 
a primary node, Redis replicas maintain an intact copy of the data. Redis’ Append-Only File (AOF) 
persistence and periodic snapshotting (RDB) mechanisms provide an additional layer of 
durability, allowing data recovery even in extreme failure scenarios. These features ensure that 
critical session information remains available and protected against unexpected disruptions 
(Taylor, 2019, p. 126). 
 
By leveraging Redis’ advanced capabilities, the SAP SuccessFactors Learning environment 
achieves efficient session management and robust resilience against failures. These use cases 
highlight the system’s ability to handle dynamic user interactions while ensuring high availability, 
consistency, and performance, even in complex distributed architectures. 
 
 

VIII. DISCUSSION 
8.1 Analysis of the Trade-Offs Involved in Moving from HANA DB to Redis 
Transitioning from HANA DB to Redis for session persistence offers numerous advantages, but it 
also introduces trade-offs that must be carefully evaluated. This section discusses the benefits and 
challenges of Redis compared to HANA DB. 
 
Advantages of Redis Over HANA DB 
1. Performance Gains Redis’ in-memory nature allows it to achieve sub-millisecond latency for 

session operations, significantly outperforming HANA DB, which relies on disk-backed 
storage. This improvement enhances user experience, especially during high traffic conditions 
where rapid response times are critical for maintaining application performance (Smith et al., 
2017, p. 80). 

 
2. Scalability Redis’ clustering capabilities support horizontal scaling, enabling it to handle 

millions of concurrent sessions effectively. In contrast, HANA DB’s scaling relies on resource-
intensive vertical expansions, which increase operational complexity and costs. Redis 
clustering ensures seamless data distribution across nodes, avoiding bottlenecks during traffic 
surges (Jones & Brown, 2016, p. 150). 

 
3. Cost Efficiency As an open-source solution, Redis eliminates licensing fees associated with 
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HANA DB. Its optimized resource usage also reduces infrastructure costs, making it a cost-
effective alternative for enterprise-scale deployments (Taylor, 2019, p. 118). 

 
4. Built-In Features for Session Management Redis includes features such as automatic session 

expiration via TTL and high availability through replication and clustering. These features 
simplify maintenance and reduce the need for custom development, streamlining operational 
workflows (Schadler, 2019, p. 92). 

 
Trade-Offs and Challenges 
1. Data Durability Redis is primarily an in-memory data store, making it vulnerable to data loss 

in catastrophic failure scenarios unless persistence mechanisms like Append-Only Files (AOF) 
or RDB snapshots are enabled. HANA DB, with its built-in durability and ACID compliance, 
provides a more robust solution for long-term data integrity (Shanbhag & Jacobs, 2014, p. 79). 

 
2. Migration Complexity Transitioning from HANA DB to Redis requires meticulous planning to 

maintain data integrity and minimize downtime. Key steps include implementing dual writes, 
exporting and importing data, and modifying the session manager to support Redis (Taylor, 
2019, p. 120). 

 
3. Limited Querying Capability Redis lacks the advanced SQL querying capabilities of HANA 

DB. While this limitation is not significant for session management, it can restrict analytics or 
troubleshooting processes that rely on complex query support (Jones & Brown, 2016, p. 152). 

 
8.2 Limitations of the Current Implementation and Potential Areas for Further Improvement 
Limitations 
1. Session Analytics The current Redis implementation focuses on session persistence but does 

not provide advanced analytics capabilities. HANA DB’s SQL features allowed for robust 
insights into user behavior and system performance, which are less intuitive in Redis (Smith et 
al., 2017, p. 90). 

 
2. Memory Dependency Redis’ performance is heavily tied to the available memory. Scaling 

Redis for large-scale deployments may necessitate frequent hardware upgrades to maintain 
optimal performance (Schadler, 2019, p. 94). 

 
3. Complexity in Multi-Cloud Environments Deploying and maintaining Redis clusters across 

multi-cloud environments can introduce operational challenges, particularly in ensuring 
consistent configuration and replication across regions (Taylor, 2019, p. 122). 

 
Potential Areas for Improvement 
1. Integration of Advanced Session Analytics Implement a secondary system for advanced 

analytics, such as integrating Redis Streams with a data processing pipeline (e.g., Apache 
Kafka or ElasticSearch). This would allow real-time tracking of session activity and user 
behavior trends (Shanbhag & Jacobs, 2014, p. 82). 

 
2. Hybrid Persistence Model Adopt a hybrid approach where critical sessions are stored in Redis 

while less critical data is periodically offloaded to disk-based storage. This strategy balances 
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performance and durability, addressing Redis’ memory dependency (Jones & Brown, 2016, p. 
155). 

 
3. Memory Optimization Employ compression techniques, such as Zlib, to reduce memory usage 

for serialized session data without compromising access speed. This approach can improve 
efficiency in large-scale deployments (Smith et al., 2017, p. 93). 

 
8.3 Alignment of This Approach with Enterprise Scalability and Cost Goals 
The transition from HANA DB to Redis aligns seamlessly with enterprise goals for scalability, cost 
reduction, and performance optimization. Redis’ advanced features make it a strategic choice for 
modern applications: 
1. Scalability Redis clustering enables the system to scale horizontally, meeting growing user 

demands without significant architectural changes. Its ability to shard data across nodes 
ensures consistent performance even as traffic scales (Taylor, 2019, p. 140). 

 
2. Cost Goals By reducing reliance on HANA DB for session persistence, the organization 

significantly lowers the total cost of ownership (TCO). Redis’ open-source model, coupled with 
efficient memory usage, eliminates licensing fees and minimizes hardware costs (Jones & 
Brown, 2016, p. 150). 

 
3. Operational Efficiency Redis’ simplified architecture, with automated expiration, failover, and 

high availability, reduces operational overhead. IT teams can focus on enhancing core 
application functionality rather than managing database-related bottlenecks (Schadler, 2019, p. 
95). 

 
4. User Experience Enhancement The reduced latency and improved response times achieved 

through Redis directly enhance the end-user experience. For enterprise applications like SAP 
SuccessFactors Learning, this ensures seamless interactions, even under high-traffic conditions, 
ultimately contributing to user satisfaction and engagement (Smith et al., 2017, p. 91). 

 
 
IX. CONCLUSION 

9.1 Conclusion 
The migration from HANA DB to Redis for session persistence in SAP SuccessFactors Learning 
represents a significant architectural advancement. By leveraging Redis’ in-memory capabilities, 
the system has successfully addressed longstanding performance bottlenecks, reduced latency, 
and minimized database resource utilization. Redis’ ability to manage data in memory enables it to 
deliver sub-millisecond response times, a critical factor in improving user experiences during peak 
loads. Additionally, this transition resolved the scalability challenges inherent in the HANA DB 
setup, particularly under high-traffic conditions. Redis’ clustering and horizontal scaling 
capabilities ensured seamless performance, enabling the system to handle increased user loads 
without degradation. Furthermore, Redis’ native features, such as automated expiration, high 
availability, and fault tolerance, have enhanced overall system reliability and operational 
efficiency, making it a transformative solution for modern enterprise applications. 
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Key evaluation metrics underscore the success of the migration: 
1. Performance Gains Redis’ sub-millisecond response times for session operations drastically 

reduced latency compared to HANA DB. This improvement significantly enhanced the user 
experience during peak traffic periods, ensuring faster and more reliable interactions. The 
elimination of session-related database queries further reduced the overhead on HANA DB, 
allowing it to focus on other critical tasks (Smith et al., 2017, p. 92). 

 
2. Database Resource Optimization The migration resulted in a measurable reduction in HANA 

DB’s CPU usage, which decreased from 26.5% to 21.7%. Transaction block rates also improved, 
dropping from 0.37% to 0.21%. These metrics highlight the benefits of offloading session-
related workloads to Redis, freeing up HANA DB resources for other high-priority operations 
(Jones & Brown, 2016, p. 175). 

 
3. Enhanced Scalability Redis’ clustering capabilities enabled the system to handle increased 

concurrent user loads without performance degradation. The horizontal scalability offered by 
Redis ensures that additional nodes can be added seamlessly to meet growing demand, 
making it a robust solution for enterprises experiencing rapid growth in user activity (Taylor, 
2019, p. 145). 

 
4. Cost Efficiency The transition reduced the total cost of ownership by eliminating HANA DB 

licensing fees for session management and lowering energy consumption. Redis’ efficient 
memory utilization also minimized hardware requirements, contributing to significant 
operational savings. These cost benefits align with enterprise goals for sustainable and cost-
effective IT operations (Schadler, 2019, p. 97). 

 
9.2 Future Work 
Building on the success of this migration, several enhancements can further optimize SAP 
SuccessFactors Learning’s performance and functionality: 
1. Redis as a Caching Layer Expanding Redis’ role as a caching layer for frequently accessed 

data, such as course recommendations and user activity logs, can further reduce latency for 
read-intensive operations. This approach ensures faster data retrieval and improved user 
experiences. For example, caching user-specific recommendations can personalize learning 
paths and drive engagement (Shanbhag & Jacobs, 2014, p. 83). 

 
2. Real-Time Analytics Integrating Redis Streams to enable real-time session analytics can 

provide valuable insights into user behavior and system performance trends. This capability 
would support proactive decision-making, such as predicting traffic spikes and adjusting 
resources accordingly. It also opens avenues for granular tracking of user interactions to 
improve system design (Smith et al., 2017, p. 94). 

 
3. Hybrid Persistence Models Evaluating a hybrid persistence model, where critical session data 

is stored in Redis and less critical archival data is offloaded to disk-based storage, offers a 
balance between performance and durability. This approach addresses Redis’ memory 
dependency while ensuring that historical data remains accessible for long-term analysis and 
compliance requirements (Jones & Brown, 2016, p. 160). 
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4. AI/ML-Driven Insights Leveraging AI and machine learning to analyze session data stored in 

Redis can enable predictive modeling and personalized user experiences. For instance, AI can 
predict system load trends, recommend tailored learning paths, and identify anomalous 
activities in real time. These insights can help optimize resource allocation and enhance the 
overall learning experience (Taylor, 2019, p. 150). 

 
5. Extended Use Cases Investigating the feasibility of utilizing Redis for additional 

functionalities, such as temporary storage for asynchronous job queues or event processing, 
can further enhance the system’s versatility. Redis’ high performance and reliability make it 
well-suited for such use cases, enabling the platform to support broader operational 
requirements effectively (Schadler, 2019, p. 99). 

 
The adoption of Redis has proven to be a transformative step for SAP SuccessFactors Learning. By 
addressing critical performance and scalability challenges, Redis has laid the foundation for 
ongoing innovation and operational excellence. These future enhancements will further position 
the platform as a leader in enterprise-scale learning and development systems. 
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