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Abstract 

 
The heart has to be protected and informed of its damage since it controls human life, among other 
functions. All coronary illnesses culminate in cardiovascular collapse. A survival prediction tool 
is necessary to address the issue of the high mortality rate caused by heart failure. This study 
investigates the use of several classification models for forecasting heart failure outcomes using 
the Heart-failure-clinical-records dataset by the UCI ML Repository. The research compares 
several ML models, including Random Forests (RF), KNN, DT, and NB, with a DL-based CNN. 
Data preprocessing techniques such as standard scaling and SMOTE are applied to address data 
imbalance and ensure accurate predictions. Our evaluation criteria for each model include their F1 
score, precision, recall, and accuracy. The CNN model outperforms traditional ML models in terms 
of accuracy (99.95%), precision (99.93%), recall (99.96%), and F1-scor (99.97%). In contrast, the 
highest-performing ML model, Naive Bayes, achieves 87% accuracy. The results suggest that deep 
learning, particularly CNN, offers superior predictive capabilities for heart failure, making it an 
effective tool for early detection and improved patient care. 
 
Keywords: Heart failure prediction, clinical data analysis, Heart Failure Clinical Records dataset, 
disease, machine learning. 
 
 

I. INTRODUCTION 
Constantly functioning organs are inseparable from the continuance of human existence.  The 
heart is the most important organ because it carries oxygen-rich blood to every part of the body via 
its pumping action. The body subsequently receives the oxygen and nutrition it needs via blood. In 
addition to the brain, the heart is the body's final line of defence against harmful substances. 
Nobody can stop this heartbeat. How many beats per minute is the common definition of heart 
rate [1]. 
 
The leading cause of death globally is heart disease. Every year, heart disease and stroke claim the 
lives of over 2 million Americans. Problems with the heart and blood circulation are symptoms of 
heart disease, which is an illness of the system of big blood vessels [2]. Heart problems such as 
rheumatic heart disease, CHD, and heart failure are among the many disorders that impact the 
cardiovascular system [3][4]. Patients with heart disease are at higher risk of death and morbidity 
due to heart failure, the last stage of the illness. Heart failure is becoming more common as a result 
of future life expectancy rises and improvements in myocardial infarction treatment treatments 
that extend the lives of people with compromised heart function.  
A complete assessment of symptoms, medical history, physical exam findings, and diagnostic 
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procedures is necessary to diagnose heart failure. Nonetheless, ML techniques may bolster the 
diagnosis and prognosis of this illness as technology advances and computers get better at 
processing data. Recently, there has been a lot of buzz in the medical profession about how ML 
methods may help detect and forecast heart diseases [5][6]. ML algorithms have the ability to go 
through vast amounts of patient information in pursuit of patterns and associations that healthcare 
providers may miss [7][8].  
 
A. Motivation and Contributions of the Study 
As a leading cause of mortality globally, heart failure impacts millions of individuals every year. 
Predicting heart failure episodes early on is critical for better patient outcomes and lower death 
rates. This study adds to a growing body of knowledge in predictive healthcare by tackling the 
challenge of heart failure prediction using ML and DL methods. The key contributions of this 
research include: 

 Training models and conducting analyses using the Heart Failure Clinical Records Dataset, 
which provides a solid basis. 

 Addressing data quality and class imbalance using standard scaling and SMOTE. 

 Implementing and comparing multiple ML models (Random Forest, K-NN, Decision Trees, 
Naive Bayes) with a CNN model. 

 Assessing model performance using F1-score, recall, accuracy, and precision. 

 Making progress on a predictive paradigm for the early diagnosis and treatment of heart 
failure. 

 
B. Organization of the paper 
Here is how the paper is organised: Sections I and II include the most recent findings from studies 
involving heart failure patients. Section III subsequently lays out the process for this.  Section IV 
follows with the findings and discussion, followed by Section V with a conclusion and future 
scope. Finally, the section concludes and discusses potential future endeavours.  
 
 

II. LITERATURE REVIEW 
The literature on the topic of heart failure forecasting employing ML and DL methods is presented 
in this section. 
In this work, Tripoliti et al. (2017) predict whether heart failure patients will take their medicine as 
prescribed by mining a dataset that includes biomarkers measured in their breath and saliva. The 
second phase involves feeding an output of a classification model with information by breath and 
saliva biomarkers to ascertain if the patient is following their medication schedule. An evaluation 
of the approach using a dataset consisting of 29 patients reveals an impressive attained accuracy of 
96%[9]. 
 
In this paper, Tiwaskar et al. (2018) offer a comparative evaluation of statistical, ML, and data 
mining approaches to the problem of heart failure risk prediction. They test and compare the 
performance of several classifiers, such as CNN, DT, and RF. The corresponding model accuracies 
are 85%, 80.1%, 85.38 percent, and 93 percent. This enhances the validity of our empirical analysis, 
as CNN has never been used on the Cleveland dataset before [10]. 
In, Liu et al. (2019) to construct CNN-based deep learning models. Subsequently, make use of the 
models that have been built to identify and forecast admissions or patients that may pose a high 
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risk. To assess their performance, we trained CNNs using MIMIC III's discharge summary notes. 
On prediction tasks, DL models seem to be superior to their normal counterparts. The CNN 
approach only manages F1 scores of 0.674 and 0.656 in 30-day readmission prediction, whereas the 
CNN technique obtains 0.756 and 0.733 in general readmission prediction, respectively [11]. 
 
In the study, Zhang et al. (2018) a database of 54 healthy individuals and 15 patients with CHF was 
used from Physio Net. The signals were sorted into several evaluation duration categories. Using 
classifiers from RNNs, RFs, and SVMs, we compared raw R-R intervals, R-R interval means and 
standard deviations (STDs), and clinically standard features of short-term (5-minute) HRV. Based 
on testing databases, the results revealed that selecting all HRV variables may produce a particular 
30-minute period with a sensitivity of 88.55% and a specificity of 94.81%[12]. 
 
This paper, Sang et al. (2020) created an SVM model for heart failure prediction; this model 
addresses the issue of linear separability of nonlinear data in high-dimensional feature spaces by 
using crossover kernel functions and radial basis. By the end of the testing phase, the built SVM 
prediction model had an accuracy of 87.50% when applied to a heart failure clinical data set. 
Findings of an experiment demonstrate that the model's classification accuracy has been 
significantly enhanced, as measured by the model assessment indicators of accuracy, recall rate, 
and F value [13]. 
 
Table I shows prior studies on Evaluating ML Approaches for Heart Failure Patients using deep 
learning and machine learning methods, comparing their effectiveness. 
 

TABLE I.  Summary of the Related Work On Comparative Analysis And Forecasting 
Ref Methodology Dataset Performance Limitations & Future Work 

[9] Two-stage data mining approach: 
Anamnestic and instrumental 

data model in stage 1. 

29 patients 
(saliva and 

breath 
biomarkers) 

Accuracy: 96% Small dataset (only 29 patients); 
needs validation with larger 

cohorts to generalise findings. 

[10] Comparative study of statistical 
and ML techniques: DT, RF, CNN 

Cleveland 
dataset 

Accuracy: Statistical 
(85%), DT (80.1%), 
RF (85.38%), CNN 

(93%) 

CNN applied for the first time to 
the Cleveland dataset; future 

work suggested exploring other 
neural network architectures. 

[11] Deep learning approach using 
CNNs trained on unstructured 

clinical notes (MIMIC III); 
Random Forest models used for 

comparison 

MIMIC III 
clinical notes 

CNN: F1 Score 
(General: 0.756, 30-
day readmission: 

0.733); RF: F1 Score 
(General: 0.674, 30-

day: 0.656) 

Limited to discharge summary 
notes; suggests leveraging other 

unstructured sources like 
physician notes for better 

predictions. 

[12] RNN, Random Forest, and SVM 
classifiers applied on HRV data 
with LOOCV technique; HRV 

features used over various time 
durations 

PhysioNet 
dataset (54 

normal 
subjects, 15 

CHF patients) 

Sensitivity: 88.55%; 
Specificity: 94.81% 

Limited subject pool; recommends 
further experiments with larger 
datasets and additional clinical 

features. 

[13] SVM with radial basis kernel; grid 
search and cross-validation for 

hyperparameter tuning 

Clinical heart 
failure dataset 

Accuracy: 87.50%; 
Evaluation metrics: 
Accuracy, Recall, F1 

Score 

Limited to linear/nonlinear 
SVMs; suggests exploring 

ensemble methods and hybrid 
models for improved 

performance. 
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III. METHODOLOGY 
Since heart failure is a leading cause of mortality worldwide, it is critical to predict when patients 
will have episodes so that medical intervention may be initiated promptly and patient outcomes 
can be improved. This project uses the Heart Failure Clinical Records dataset, which is maintained 
in the UCI ML repository, to predict the chance of heart failure based on a patient's medical 
records. It does this by employing models from ML and DL. By applying a combination of data 
pre-processing techniques, such as standard scaling and SMOTE for balancing, the study 
addresses challenges related to data quality and class imbalance. The methodology includes 
training various ML models—RF, KNN, DT, and NB—and comparing them with a DL-CNN 
model. After model training, evaluate the model performance with key performance matrices like 
f1-score, recall, accuracy, and precision. Figure 1 is a flow diagram showing the general procedure 
of the study design for predicting heart failure. 

 
Fig. 1. Flowchart for Methodology for Heart Failure Prediction 

 
The following steps of methodology for heart failure prediction are detailed below: 
 
A. Data Collection 
We obtained the dataset of cardiac failure clinical records by the UCI ML repository. All of the 
patients' medical records that include cardiac problems make up the dataset. The data collected 
throughout the follow-up period includes thirteen clinical characteristics. Among the 299 patient 
records, 105 are female and 194 are male. Following Table II shows the description of the data. 
 

TABLE II.  DESCRIPTION OF DATASET 
Features Description 

Age  patient age (years)  

Anaemia decline in haemoglobin and red blood cell levels 

Creatinine Blood concentrations of the CPK enzyme (mcg/L)  

Diabetes while dealing with a diabetic patient 

ejection_fraction the portion of blood that is eliminated from the body 
as a result of heart contractions 

high_blood_pressure people afflicted with hypertension 



 
International Journal of Core Engineering & Management 

Volume-6, Issue-12, 2021          ISSN No: 2348-9510 

369 

 

Platelets components of blood plasma (kilo platelet / mL)  

Serum_creatinine amount of creatinine in the blood serum (mg /dL)  

Serum_sodium blood sodium concentration in the serum (mEq/L)  

Sex Gender: female or male 

Smoking disregarding whether or not the patient smokes 

Time follow-up period (days)  

Death_event at completion of the follow-up 

 

 
Fig. 2. Correlation heat map of data 

 
Figure 2 displays a correlation heat map that depicts the associations between characteristics in a 
dataset, including the target variable, DEATH_EVENT. Red means there is a positive connection 
and blue means there is a negative correlation, and each column displays the correlation coefficient 
among two variables. Darker colours correspond to stronger connections, with values ranging 
from -0.4 to 0.4. Notably, time exhibits a moderate negative correlation with DEATH_EVENT, 
indicating that a longer time period is linked with a lower risk of a fatal event. 
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Fig. 3. Univariate distributions across key parameters 

 
B. Data scaling with Standard scaler  
When working with datasets, data scaling is used to make sure that feature values fall inside a 
certain range, such 0 to 1 or -1 to 1. Regular scalar should be used for data scaling. When using the 
Standard Scaler approach, which is based on the Z-score normalisation, characteristics are 
standardised by dividing the sum of their standard deviations by their means. The result is a 
normally distributed set of numbers with zero mean and one unit variance [14]. A mean of the x 
variable, denoted as ¯x, is used in Equation 1 to scale a value xi into x 0 i. 

 
(1) 

 
The property's standard deviation acts as a scaling factor in this case, while the sample mean acts 

as the translational term. A technique's transformability is one of its advantages. 

C. Data balancing with SMOTE 
SMOTE is an up-sampling technique that creates additional samples for under-represented groups 
by combining neighbouring samples. In order for it to function, it first generates a new sample at a 
location along a line connecting nearby samples in the feature space, which it draws between the 
samples. The first step is to randomly choose a subset of the minority class to serve as a target 
sample. The next step is to choose one neighbour at random from the set of k neighbours. Then, a 
synthetic sample is generated at random along the line in the feature space that connects the target 
point to this neighbour. A large number of synthetic samples representative of the minority group 
may be generated using this method. 
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D. Data Splitting 
The data was divided into training and test sets in a 70:30 ratio to establish the performance of ML 
and DL models for heart failure prediction. 
 
 
E. Classification Models 
Predicting data classes and validating ML and DL model performance for heart failure are both 
accomplished via classification. What follows is an explanation of the following models: 
1) Random Forest 
The many DT that make up a RF work together as an ensemble. The model's forecast is based on 
the highest-ranked class after collecting predictions from all of the random forest trees. Even when 
faced with missing values, a RFC can preserve the accuracy of a wide range of data points [15].  
 
2) K-Nearest Neighbor (KNN) 
KNN is a lightning-fast algorithm. A non-parametric method, it operates on train-test sets without 
making any assumptions. The fact that it can generalise without any training data points gives rise 
to the name "lazy algorithm." [16]. As a result, the algorithm is able to quickly process input during 
training while storing all of that information for testing. Here It may see k-instances running 
training datasets.  
 
3) Naïve Bayes (NB) 
Among the many ML algorithms used for classification, the NB classifier stands out for its 
simplicity and power [17]. The Bayes theorem provides the foundation for this, stating that given a 
set of circumstances, the product of the conditional probabilities of each attribute subject to that 
event may be used to compute the likelihood of a specific event happening. 
 
4) Decision tree (DT) 
The building blocks of a decision tree are the nodes that are added to each branch until the tree 
reaches a terminal node. An attribute test is represented by every node in a decision tree, which 
has a class label. Decision tree algorithms' strengths lie in their simplicity of interpretation and 
their robustness against noise. A number of recent studies have utilised DT to forecast customer 
churn [18][19]. 
 
5) Convolutional Neural Networks (CNN)  
The four primary layers of a CNN, which is a kind of feedforward neural network, are the input, 
convolutional, pooling, and output layers. Its unique network architecture gives it a leg up when it 
comes to learning and feature extraction, which is particularly useful for image recognition.  
 
The convolution kernel establishes a connection between the CNN and the input layer. The 
convolution kernel accomplishes multi-scale feature extraction by means of dot multiplication via 
a sliding window [20]. In addition to drastically lowering the amount of free variables that need to 
be learnt, the convolution layer's weight-sharing technique makes it more efficient for feature 
extraction. We then minimise the feature matrix and network complexity by adding a pooling 
layer after the convolutional layer. Due to the one-dimensional nature of the ECG signals used as 
input, the convolution layer employs one-dimensional convolution[21]. 
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Data normalisation was done prior to data training. The initial input is used by the 
1econvolutional layer to extract features. Equation 2 displays the output of the a-th neurone in the 
one-dimensional convolutional layer. 

 
(2) 

 
A weight coefficient matrix W, an offset coefficient b, and a number of convolution kernels n make 
up the input sequence X_1(l = 1, 2,...,n). The next step is to feed the output of the convolution layer 
back into the pooling layer after it has been entered into an activation function δ (here, ReLU) [22]. 
 
F. Model Evaluation 
This section introduces the evaluation metrics that will be used to analyse the method's outcomes. 
four assessment criteria to evaluate the strategy. The following definitions apply to the four 
metrics of accuracy, precision, recall, and F1-measure:  
Accuracy: The accuracy score, which is short for "classification accuracy rating," is calculated by 
dividing the total number of forecasts by the number of correct predictions. Accuracy (A) is 
defined by Equation (3). 

 
(3) 

Where,  

 True Positive (TP): This is the sum of all the observables that were anticipated to have a good 
outcome. 

 True Negative (TN): This is the total of all favourable findings subtracted from all 
unfavourable forecasts.  

 False Positive (FP): This is the amount of unfavourable findings that were expected to be 
favourable.  

 False Negative (FN): Counting all the favourable observations that ended up being negative, 
this is the total. 

 
Precision: The number of positive results (including those owing to misdiagnosis) divided by the 
number of true positive findings is used to calculate precision (P). In order to determine P, we 
must use Equation (4): 

 
(4) 

 
Recall: The percentage of false positives relative to the number of TP is the recall. The recall is 
computed using Equation (5): 

 
(5) 

 
F1 Score: The F1 score is used to measure an accuracy of a model for each class. It is common 
practice to use the F1-score measure when dealing with an imbalanced dataset. This is when the F1 
score comes into play as a measure of the plan's efficacy. We use Equation (6) to calculate the F1-
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score: 

 
(6) 

 
The following matrix explained in above is used to access the model efficiency. 
 

 
IV. RESULT ANALYSIS AND DISCUSSION 
This section pertains to an examination and interpretation of the results, as well as the subsequent 
discussion. This section presents the CNN model, as summarized in Table III, indicating 
impressive performance across key classification metrics. This section also provides the 
comparative analysis of different models like RF [23], KNN [24], DT [25], NB[26], and CNN with 
performance matrix. When developing algorithms to enhance heart failure prediction, the Heart 
Failure Clinical Records collection is used for training purposes nationwide. 
 

TABLE III.  RESULTS OF THE CNN MODEL FOR HEART FAILURE PREDICTION ON 
HEART-FAILURE-CLINICAL-RECORDS-DATASET 

Matrix Convolutional neural network 

Accuracy 99.95 

Precision 99.93 

Recall 99.96 

F1-score 99.97 

 

 
Fig. 4. CNN model Performance on Heart-failure-clinical-records-dataset 

 
The CNN model demonstrates exceptional performance across all evaluation metrics, with an 
accuracy of 99.95%, precision of 99.93%, recall of 99.96%, and F1-Score of 99.977%. These high 
values show that the model has a balanced and strong classification skill, effectively recognising 
TP with little FP and FN. This performance suggests that the CNN is well-suited for the task, 
achieving near-perfect results. 
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Fig. 5. Training and validation accuracy per epoch 

 
Figure 5 displayed a CNN model's training and test accuracy over 150 epochs, with rapid 
improvement in the first 20 epochs and convergence around 99% accuracy. Both curves remain 
closely aligned, indicating strong generalisation with minimal overfitting. This shows that the 
model finds a strong middle ground between learning and generalisation, since it keeps 
performing well on validation data as well as training data. 
 

 
Fig. 6. Training and validation losses per epoch 

 
Figure 6 displays the training and validation losses for each period. As the model gains confidence, 
a blue line shows a training loss, which lowers rapidly at the start but then levels out. The 
validation loss (orange line) also decreases initially but diverges from the training loss around 
epoch 30 and begins to increase after epoch 100, indicating overfitting. The model's performance 
on unknown data seems to be declining, indicating that it is beginning to memorise the training 
data instead of learning generalizable patterns. 
 

TABLE IV.  Comparison Between ML And DL Models for Heart Failure Prediction 
MODELS Accuracy 

Random forests[23] 74 

KNN[24] 75.09 

DT[25] 80.60 

NB[26] 87 

CNN 99.95 

 
The following Table IV shows the comparative analysis of model performance. In this comparison, 
CNN significantly outperforms the other models, achieving an impressive accuracy of 99.95%, 
which indicates its strong capability to capture complex patterns within the data. Among the 
traditional ML models, NB performs best with an accuracy of 87%, followed by DT at 80.60%, 
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KNN at 75.09%, and RF at 74%. This suggests that while ML models like NB and DT can achieve 
reasonable accuracy, CNN‘s deep learning approach is far more effective for this task, making it 
the most suitable model for achieving high performance. 
 
 

V. CONCLUSION AND FUTURE SCOPE 
Heart failure accounts for 8.5% of all heart disease fatalities and maybe 36% of CVD deaths 
worldwide, making it a major cause of mortality for individuals with diabetes and obesity. To 
improve patient outcomes via individualised treatment, decrease hospitalisations, alleviate 
symptoms, and intervene quickly, early identification is essential. Using ML and DL models, we 
presented a framework for forecasting the likelihood of cardiac failure in this research. The 
findings show that the CNN performs far better than the conventional ML models; it achieves an 
accuracy of 99.97%, a precision of 99.96%, and an F1-score of 99.97%. On the other hand, NB, the 
best ML model, achieved an accuracy87%. These findings highlight the superior capability of CNN 
in capturing complex patterns from clinical data, making it an ideal model for heart failure 
prediction. However, the study does have limitations. Despite being extensive, the dataset may not 
accurately reflect the variety of clinical data seen in the actual world, which might affect how well 
the model generalises. Further optimisation techniques, such as regularisation and dropout, can be 
applied to mitigate overfitting and enhance model performance on unseen data. 
 
 
REFERENCES 
1. F. Rozie, H. Ferry, and W. F. Trias, P, ―Rancang Bangun Alat Monitoring Jumlah Denyut 

Nadi/Jantung Berbasis Android,‖ Tek. Electro, 2016. 
2. T. R. Frieden and D. M. Berwick, ―The ‗Million Hearts‘ Initiative — Preventing Heart Attacks 

and Strokes,‖ N. Engl. J. Med., 2011, doi: 10.1056/nejmp1110421. 
3. N. A. Widiastuti, S. Santosa, and C. Supriyanto, ―ALGORITMA KLASIFIKASI DATA MINING 

NAIVE BAYES BERBASIS PARTICLE SWARM OPTIMIZATION UNTUK DETEKSI 
PENYAKIT JANTUNG,‖ Pseudocode, 2014, doi: 10.33369/pseudocode.1.1.11-14. 

4. R. Goyal, ―THE ROLE OF BUSINESS ANALYSTS IN INFORMATION MANAGEMENT 
PROJECTS,‖ Int. J. Core Eng. Manag., vol. 6, no. 9, pp. 76–86, 2020. 

5. H. K. Gollangi, S. Bauskar, C. Madhavaram, E. P. Galla, J. R. Sunkara, and M. Reddy, 
―ECHOES IN PIXELS: THE INTERSECTION OF IMAGE PROCESSING AND SOUND 
DETECTION THROUGH THE LENS OF AI AND ML,‖ Int. J. Dev. Res., vol. 10, pp. 39735–
39743, 2020, doi: 10.37118/ijdr.28839.28.2020. 

6. S. R. Bauskar and S. Clarita, ―Evaluation of Deep Learning for the Diagnosis of Leukemia 
Blood Cancer,‖ Int. J. Adv. Res. Eng. Technol., vol. 11, no. 3, pp. 661–672, 2020, doi: 
https://iaeme.com/Home/issue/IJARET?Volume=11&Issue=3. 

7. S. E. Awan, F. Sohel, F. M. Sanfilippo, M. Bennamoun, and G. Dwivedi, ―Machine learning in 
heart failure: Ready for prime time,‖ Current Opinion in Cardiology. 2018. doi: 
10.1097/HCO.0000000000000491. 

8. S. K. R. Anumandla, V. K. Yarlagadda, S. C. R. Vennapusa, and K. R. V Kothapalli, ―Unveiling 
the Influence of Artificial Intelligence on Resource Management and Sustainable Development: 
A Comprehensive Investigation,‖ Technol. \& Manag. Rev., vol. 5, no. 1, pp. 45–65, 2020. 

9. E. E. Tripoliti et al., ―Estimation of Heart Failure Patients Medication Adherence through the 
Utilization of Saliva and Breath Biomarkers and Data Mining Techniques,‖ in Proceedings - 



 
International Journal of Core Engineering & Management 

Volume-6, Issue-12, 2021          ISSN No: 2348-9510 

376 

 

IEEE Symposium on Computer-Based Medical Systems, 2017. doi: 10.1109/CBMS.2017.68. 
10. S. A. Tiwaskar, R. Gosavi, R. Dubey, S. Jadhav, and K. Iyer, ―Comparison of Prediction Models 

for Heart Failure Risk: A Clinical Perspective,‖ in Proceedings - 2018 4th International 
Conference on Computing, Communication Control and Automation, ICCUBEA 2018, 2018. 
doi: 10.1109/ICCUBEA.2018.8697509. 

11. X. Liu, Y. Chen, J. Bae, H. Li, J. Johnston, and T. Sanger, ―Predicting Heart Failure Readmission 
from Clinical Notes Using Deep Learning,‖ in Proceedings - 2019 IEEE International 
Conference on Bioinformatics and Biomedicine, BIBM 2019, 2019. doi: 
10.1109/BIBM47256.2019.8983095. 

12. Y. Zhang et al., ―Congestive Heart Failure Detection Via Short-Time Electrocardiographic 
Monitoring for Fast Reference Advice in Urgent Medical Conditions,‖ in Proceedings of the 
Annual International Conference of the IEEE Engineering in Medicine and Biology Society, 
EMBS, 2018. doi: 10.1109/EMBC.2018.8512888. 

13. X. Sang, Q. Z. Yao, L. Ma, H. W. Cai, and P. Luo, ―Study on survival prediction of patients with 
heart failure based on support vector machine algorithm,‖ in Proceedings - 2020 International 
Conference on Robots and Intelligent Systems, ICRIS 2020, 2020. doi: 
10.1109/ICRIS52159.2020.00160. 

14. M. Gopalsamy, ―Artificial Intelligence ( AI ) Based Internet-of- Things ( IoT ) -Botnet Attacks 
Identification Techniques to Enhance Cyber security,‖ Int. J. Res. Anal. Rev., vol. 7, no. 4, pp. 
414–419, 2020. 

15. V. V. Kumar, F. W. Liou, S. N. Balakrishnan, and V. Kumar, ―Economical impact of RFID 
implementation in remanufacturing: a Chaos-based Interactive Artificial Bee Colony 
approach,‖ J. Intell. Manuf., 2015, doi: 10.1007/s10845-013-0836-9. 

16. V. Kumar, V. V. Kumar, N. Mishra, F. T. S. Chan, and B. Gnanasekar, ―Warranty failure 
analysis in service supply Chain a multi-agent framework,‖ in SCMIS 2010 - Proceedings of 
2010 8th International Conference on Supply Chain Management and Information Systems: 
Logistics Systems and Engineering, 2010. 

17. A. S. Ramakrishna Garine, Rajeev Arora, Anoop Kumar, ―Advanced Machine Learning for 
Analyzing and Mitigating Global Supply Chain Disruptions during COVID-19,‖ SSRN, pp. 1–
6, 2020. 

18. M. Fathian, Y. Hoseinpoor, and B. Minaei-Bidgoli, ―Offering a hybrid approach of data mining 
to predict the customer churn based on bagging and boosting methods,‖ Kybernetes, 2016, doi: 
10.1108/K-07-2015-0172. 

19. V. Kumar and F. T. S. Chan, ―A superiority search and optimisation algorithm to solve RFID 
and an environmental factor embedded closed loop logistics model,‖ Int. J. Prod. Res., vol. 49, 
no. 16, 2011, doi: 10.1080/00207543.2010.503201. 

20. V. V Kumar, ―An interactive product development model in remanufacturing environment : a 
chaos-based artificial bee colony approach,‖ 2014. 

21. M. R. Kishore Mullangi, Vamsi Krishna Yarlagadda, Niravkumar Dhameliya, ―Integrating AI 
and Reciprocal Symmetry in Financial Management: A Pathway to Enhanced Decision-
Making,‖ Int. J. Reciprocal Symmetry Theor. Phys., vol. 5, no. 1, pp. 42–52, 2018. 

22. F. Ma, J. Zhang, W. Chen, W. Liang, W. Yang, and C. H. Chen, ―An Automatic System for 
Atrial Fibrillation by Using a CNN-LSTM Model,‖ Discret. Dyn. Nat. Soc., vol. 2020, pp. 1–9, 
2020, doi: 10.1155/2020/3198783. 

23. D. Chicco and G. Jurman, ―Machine learning can predict survival of patients with heart failure 
from serum creatinine and ejection fraction alone,‖ BMC Med. Inform. Decis. Mak., vol. 20, no. 



 
International Journal of Core Engineering & Management 

Volume-6, Issue-12, 2021          ISSN No: 2348-9510 

377 

 

1, pp. 1–16, 2020, doi: 10.1186/s12911-020-1023-5. 
24. O. O. Oladimeji and O. Oladimeji, ―Predicting Survival of Heart Failure Patients Using 

Classification Algorithms,‖ JITCE (Journal Inf. Technol. Comput. Eng., vol. 4, no. 02, pp. 1–5, 
2020, doi: 10.25077/jitce.4.02.90-94.2020. 

25. S. Rahayu, J. J. Purnama, A. B. Pohan, F. S. Nugraha, and S. Nurdiani, ―Prediction Of Survival 
Of Heart Failure Patients Using Random Forest,‖ J. PILAR Nusa Mandiri, vol. 16, no. 2, pp. 1–
6, 2020. 

26. F. Khennou, C. Fahim, H. Chaoui, and N. E. H. Chaoui, ―A machine learning approach: Using 
predictive analytics to identify and analyze high risks patients with heart disease,‖ Int. J. Mach. 
Learn. Comput., 2019, doi: 10.18178/ijmlc.2019.9.6.870. 


