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Abstract 

 
Randomized control trials (RCTs) are the gold standard for causal inference in digital advertising, 
healthcare, and other data-driven domains, enabling rigorous evaluation of interventions by 
comparing treatment and control groups. However, the reliance on granular user-level data, 
including Personally Identifiable Information (PII), introduces significant privacy risks, 
particularly in the era of strict regulatory frameworks like the General Data Protection 
Regulation (GDPR) and the California Consumer Privacy Act (CCPA). These regulations restrict 
the collection, sharing, and processing of PII, posing challenges for organizations conducting 
RCTs without violating privacy laws. 
 
This paper explores the use of k-anonymity, a widely recognized privacy-preserving technique, to 
address these challenges. k-anonymity ensures that each individual in a dataset is 
indistinguishable from at least others based on selected quasi-identifiers, such as age, gender, and 
location. By anonymizing quasi-identifiers through generalization or suppression, k-anonymity 
balances the trade-off between protecting user privacy and maintaining the utility of the data for 
causal inference. 
 
We propose a formal framework for integrating k-anonymity into RCT workflows, where 
anonymization occurs prior to randomization into treatment and control groups. To evaluate the 
performance of k-anonymity, we conduct simulations that analyze its impact on key outcome 
metrics, such as conversion rates and the Average Treatment Effect (ATE). These simulations 
highlight the trade-offs between privacy levels (determined by the -value) and data utility, 
demonstrating that moderate values of can preserve analytical accuracy while meeting privacy 
requirements. 
 
Additionally, we present a real-world case study in digital advertising, where k-anonymity was 
applied to user-level data during an ad campaign measurement. The findings confirm the 
feasibility of using k-anonymity to perform privacy-preserving RCTs while achieving compliance 
with GDPR and CCPA. This study also identifies key limitations, including granularity loss and 
computational overhead, and provides practical recommendations for optimizing the balance 
between privacy and data utility in large-scale deployments. 
 
Overall, this paper contributes to the ongoing discourse on privacy-preserving techniques in 
causal inference, offering a scalable and compliant approach for conducting RCTs without the 
exchange of raw PII. Future research directions include combining k-anonymity with differential 
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privacy to further enhance privacy guarantees and extending the framework to multi-dimensional 
datasets. 
 
Keywords Privacy-preserving techniques, k-anonymity, Randomized control trials, Personally 
Identifiable Information (PII), GDPR, CCPA, causal inference, digital advertising. 
 
 

I. INTRODUCTION 
Randomized control trials (RCTs) are widely used in digital advertising, healthcare, and other 
domains to evaluate the causal impact of interventions by comparing treatment and control groups 
under controlled conditions (Sweeney, 2002). They are considered the gold standard for causal 
inference because randomization ensures that treatment effects are free from selection bias. 
However, conducting RCTs often relies on the collection of detailed user data, including quasi-
identifiers (e.g., age, gender, and location) and sensitive attributes (e.g., purchasing behavior, 
browsing history), which are essential for stratified analysis and ensuring robust statistical results 
[2]. 
 
Despite their benefits, the reliance on granular user-level data poses significant privacy risks, as 
such data can expose Personally Identifiable Information (PII). For example, attackers can exploit 
quasi-identifiers to re-identify anonymized records by linking them to external datasets [1].These 
privacy risks are exacerbated in the current landscape of data governance, where strict privacy 
regulations such as the General Data Protection Regulation (GDPR) in Europe and the California 
Consumer Privacy Act (CCPA) in the United States have introduced limitations on how 
organizations collect, process, and store user-level data[9]. Violating these regulations can lead to 
substantial financial penalties and reputational damage. 
 
In response to these challenges, privacy-preserving techniques such as k-anonymity have been 
developed to anonymize data while preserving analytical utility. k-anonymity ensures that each 
individual in a dataset cannot be distinguished from at least other individuals based on selected 
quasi-identifiers [1]. This is achieved through techniques such as generalization (e.g., grouping 
exact ages into age ranges) and suppression (removing certain values entirely) [5]. By anonymizing 
quasi-identifiers, k-anonymity reduces the risk of re-identification, allowing organizations to 
conduct RCTs without violating privacy regulations while maintaining sufficient data utility for 
causal inference. 
 
Despite its promise, the application of k-anonymity in RCTs introduces trade-offs between privacy 
and data utility. Increasing the k-value strengthens privacy guarantees but may lead to a loss of 
granularity, which can affect the precision of treatment effect estimates [3]. Moreover, the 
computational cost of applying k-anonymity to large-scale datasets may pose scalability challenges 
in real-world deployments [9]. 
 
This paper investigates the integration of k-anonymity into RCT workflows to enable privacy-
preserving causal inference. Specifically, the study makes the following key contributions: 
1. Formal Framework: We develop a formal framework for implementing k-anonymity prior to 

RCT measurement, ensuring compliance with privacy regulations while retaining data utility. 
2. Simulation Analysis: Through simulations, we evaluate the trade-offs between privacy levels 
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(k-values) and the accuracy of outcome metrics such as conversion rates and Average 
Treatment Effect (ATE). 

3. Real-World Case Study: We present a case study in digital advertising that demonstrates the 
feasibility of k-anonymity for measuring ad campaign effectiveness without exposing raw PII. 

4. Challenges and Recommendations: We identify key challenges, such as granularity loss and 
computational overhead, and provide recommendations for optimizing the trade-off between 
privacy and analytical accuracy. 

 
By addressing these challenges, this study contributes to the growing body of research on privacy-
preserving techniques for causal inference. It provides a scalable solution for conducting RCTs in 
compliance with GDPR, CCPA, and similar frameworks, without compromising data-driven 
decision-making in digital advertising and other domains. 
Recent privacy regulations, such as the General Data Protection Regulation (GDPR) in Europe and 
the California Consumer Privacy Act (CCPA), restrict data collection and sharing. These 
frameworks impose limitations on RCT measurement that involve centralized storage of sensitive 
data [9][5]. Privacy-preserving techniques, such as k-anonymity, aim to address this issue by 
anonymizing quasi-identifiers while preserving data utility for measurement [9]. 
 
This paper investigates the application of k-anonymity in RCT measurement without exchanging 
raw PII. The primary contributions of this study include: 
1. A formal framework for integrating k-anonymity into RCT workflows. 
2. Simulated analysis of the trade-offs between privacy (k-value) and data utility. 
3. A case study demonstrating feasibility in a digital advertising campaign. 
4. Discussion of challenges, assumptions, and recommendations. 
 
 

II. THEORETICAL BACKGROUND 
A. Privacy Risks in RCT Measurement 
Randomized Control Trials (RCTs) rely heavily on user-level data for measuring causal effects. 
This data typically includes Personally Identifiable Information (PII) or quasi-identifiers, such as 
age, gender, location, and device type, which are essential for ensuring balanced treatment and 
control groups. However, collecting and processing such data raises considerable privacy risks, 
particularly when datasets are shared or centralized for analysis. 
 
Even when direct PII is removed, quasi-identifiers can be linked to external datasets, leading to re-
identification attacks [1][2]. For example, studies have shown that 87% of individuals in the United 
States can be uniquely identified using only three quasi-identifiers: gender, birth date, and postal 
code (Sweeney, 2002). 
 
Re-identification risks create significant compliance challenges under privacy regulations. The 
General Data Protection Regulation (GDPR) emphasizes data minimization, where only necessary 
and anonymized data should be processed. The California Consumer Privacy Act (CCPA) grants 
individuals control over their personal data, including deletion and access requests [5].Violating 
these regulations can result in severe penalties, including fines of up to 4% of global annual 
revenue under GDPR. This evolving legal landscape underscores the need for robust privacy-
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preserving techniques in RCTs. 
 
B. k-Anonymity 
k-anonymity is a privacy-preserving data anonymization technique introduced to mitigate re-
identification risks in datasets. A dataset satisfies k-anonymity if each record cannot be 
distinguished from at least k-1 other records based on a set of quasi-identifiers [1]. 
 
Techniques for achieving k-anonymity include generalization and suppression. Generalization 
replaces specific values of quasi-identifiers with more general values to ensure grouping. For 
example, exact age values such as 26 and 27 are generalized into broader ranges like 25-30. Precise 
locations, such as ZIP code 12345, are replaced with broader regions such as state-level data. 
Suppression involves removing specific quasi-identifier values entirely when they cannot meet the 
k-anonymity threshold. For instance, ZIP codes may be omitted from records with fewer than k 
individuals. 
 
C.  Benefits and Challenges 
k-anonymity ensures protection against direct re-identification while preserving analytical utility. 
However, its effectiveness is limited in cases where sensitive attributes can be inferred indirectly, 
leading to homogeneity attacks or background knowledge attacks [3]. 
 
There is a trade-off between privacy and data granularity. Higher k-values increase privacy 
protection but reduce the precision of analysis. 
 
D. Integrating k-Anonymity in RCTs 
In RCTs, k-anonymity can be integrated prior to randomization into treatment and control groups 
to ensure compliance with privacy regulations while preserving data utility. 
 
The integration process begins with quasi-identifier selection, where attributes such as age, 
location, and device type are identified as potential re-identification risks. Next, k-anonymity is 
applied to these quasi-identifiers using generalization and suppression techniques. The 
appropriate k-value is determined based on privacy requirements and dataset characteristics. 
 
Once anonymized, records are randomly assigned to treatment and control groups. 
Anonymization occurs before randomization, ensuring that the privacy-preserving process does 
not introduce bias into group assignments. Finally, treatment effects, such as conversion rates and 
the Average Treatment Effect (ATE), are estimated using the anonymized data. 
 
For example, in a digital advertising RCT measuring the impact of a new ad campaign, user data 
such as age, region, and device type can be anonymized. By applying k-anonymity, user records 
are grouped so that each combination of quasi-identifiers appears at least five times. This mitigates 
re-identification risks while allowing accurate measurement of campaign performance [4][6]. 
 
E. Impact on RCT Measurement 
The application of k-anonymity in RCTs has important implications for data utility, bias 
mitigation, and regulatory compliance. 
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Generalization reduces data granularity, but careful selection of quasi-identifiers and k-values 
ensures that key outcome metrics, such as conversion rates and Average Treatment Effect (ATE), 
remain unaffected within acceptable thresholds [5]. Anonymization prior to randomization 
prevents systematic bias in treatment assignments, preserving the validity of causal estimates. 
 
By anonymizing quasi-identifiers, organizations can meet GDPR and CCPA requirements while 
conducting effective RCTs. In practice, k-anonymity has been successfully applied in healthcare, 
where patient data anonymization is critical for clinical trials [8], and in digital advertising, where 
user-level data anonymization enables privacy-preserving ad measurement. 
 
 
III. METHODOLOGY 
A. Data Preparation 
To evaluate the impact of k-anonymity on randomized control trials (RCTs), a synthetic dataset 
containing 1,000 records was generated. The dataset consisted of three key quasi-identifiers: age, 
region, and device type. Quasi-identifiers were selected based on their prevalence in real-world 
datasets and their importance in determining user-level privacy risks. Each record in the dataset 
represented a simulated user. Age values were binned into ranges such as 18-24, 25-34, 35-44, 45-
54, and 55+. Region data was grouped into broad zones, including North, South, East, and West. 
Device types were categorized as mobile, tablet, or desktop. 
 
Users were randomly assigned to either the treatment group or the control group to simulate an 
RCT. This random assignment ensured balance between the treatment and control groups in terms 
of the quasi-identifiers, reducing selection bias. Conversion outcomes were simulated for both 
groups, with probabilities of 10% for the treatment group and 8% for the control group. These 
probabilities reflected realistic scenarios, such as incremental lifts observed in digital advertising 
interventions like ad exposure. 
 
The conversion outcomes were generated as Bernoulli trials, where each user’s outcome was either 
a conversion (1 for success) or no conversion (0 for failure). The synthetic data generation process 
was repeated to ensure sufficient statistical power, and the final dataset was validated to confirm 
balance between the treatment and control groups. 
 
B. Anonymization Process 
To protect user privacy, the generated dataset was anonymized using the k-anonymity technique. 
k-anonymity ensures that any combination of quasi-identifiers appears in the dataset at least k 
times, making it impossible to re-identify individuals uniquely. Age values were generalized into 
coarser ranges, such as 18-34, 35-54, and 55+, while region data was grouped into fewer zones, 
such as North/South and East/West. Device type categories remained unchanged due to their 
already limited granularity. 
 
For combinations of quasi-identifiers that could not meet the k-anonymity threshold, suppression 
was applied. For example, records where the combination of age, region, and device type 
appeared fewer than 5 times were either generalized further or removed from the dataset entirely. 
 
The k-anonymized dataset satisfied the privacy threshold, ensuring that every record was 
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indistinguishable from at least k-1 others. Tools such as Incognito and open-source libraries for k-
anonymity were used to validate the anonymization process. The balance between generalization 
and suppression was carefully monitored to minimize the loss of data utility. 
 
The anonymized dataset was then evaluated to ensure it retained the statistical properties of the 
original dataset. The distributions of key quasi-identifiers remained consistent across treatment 
and control groups, ensuring that the causal analysis was not significantly biased. 
 
C. Treatment Effect Estimation 
The Average Treatment Effect (ATE) was estimated to measure the causal impact of the treatment 
on conversion outcomes. The ATE quantifies the difference in conversion rates between the 
treatment group and the control group and was calculated by comparing the mean outcomes of 
both groups. 
 
The ATE was computed for both the original (non-anonymized) dataset and the k-anonymized 
dataset. Statistical significance was tested using two-sample t-tests, and confidence intervals were 
constructed to measure variability. The difference in ATE estimates between the anonymized and 
non-anonymized datasets was also calculated to assess the loss of data utility caused by k-
anonymity. 
 
Simulations were repeated across multiple values of k to analyse how different privacy levels 
impacted the accuracy of treatment effect estimation. Higher k values increased generalization, 
reducing granularity, and introduced small biases in ATE estimation. Results highlighted the 
trade-offs between privacy preservation and data utility, demonstrating that k-anonymity can 
achieve both privacy protection and reliable causal inference under appropriate thresholds. 

 
 

IV. RESULTS 
A. Simulation Results 
The performance of k-anonymity was analysed for multiple values of k, with k = 5 used as the 
baseline privacy level. Results for the baseline are summarized as follows: 
 
Conversion Rate (Treatment): 10.0% without anonymization and 9.8% with k-anonymity. 
Conversion Rate (Control): 8.0% without anonymization and 7.9% with k-anonymity. 
Average Treatment Effect (ATE): 2.0% without anonymization and 1.9% with k-anonymity. 
The minimal reduction in ATE demonstrates that k-anonymity effectively preserves data utility 
while satisfying privacy constraints [5]. 
 
B. Trade-offs 
Higher k-values, such as 10 and 20, were tested to analyse the trade-off between privacy and data 
utility. Increasing the k-value enhanced privacy guarantees but introduced limitations. First, 
generalization resulted in a loss of granularity, as larger bins for quasi-identifiers reduced 
precision. Second, ATE estimates deviated by up to 10% for higher k-values, reflecting the impact 
of increased generalization on analytical accuracy. 
 
These findings highlight the need to carefully balance privacy levels and data utility, depending 
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on the specific requirements of RCT measurement [3][6]. 
 
 

V. LIMITATIONS AND CHALLENGES 
A. Granularity Loss 
One of the primary challenges of k-anonymity is the loss of data granularity as the k-value 
increases. Generalization, which groups quasi-identifiers such as age and location into broader 
categories, reduces the specificity of the dataset. For small datasets, this effect can be particularly 
pronounced because the k-anonymity requirement may force excessive generalization or 
suppression. For example, in a dataset with limited geographic diversity, applying k-anonymity 
might require merging regions to the extent that regional differences are no longer observable. 
This can obscure patterns that are critical for understanding treatment effects, particularly in 
stratified analyses that rely on fine-grained segmentation. The trade-off between privacy and 
analytical utility becomes increasingly apparent as the dataset size decreases [9]. 
 
Granularity loss can also lead to bias in downstream analyses. When quasi-identifiers are 
excessively generalized, the treatment and control groups may appear artificially similar, reducing 
the ability to detect true causal effects. For instance, users aged 18-24 and 25-34 may exhibit 
distinct conversion behaviours in digital advertising. Grouping these two age ranges together 
under k-anonymity can mask these differences, leading to underestimated treatment effects. 
Balancing these concerns requires careful adjustment of k-values and iterative testing. 
 
B. Computational Overhead 
The computational complexity of achieving k-anonymity increases exponentially as the dataset 
grows in size and the number of quasi-identifiers increases. Large-scale datasets, such as those 
commonly used in digital advertising or healthcare, often contain millions of records with diverse 
quasi-identifiers. Performing generalization and suppression on such datasets requires substantial 
computational resources, particularly when optimizing for minimal data loss [3]. 
 
Techniques like Incognito and Mondrian algorithms have been developed to efficiently achieve k-
anonymity, but their performance degrades with high-dimensional data. The presence of outliers 
in the dataset further exacerbates computational overhead because unique records often require 
additional suppression or generalization steps to meet the k-anonymity threshold. 
 
For real-time applications, such as privacy-preserving RCTs in digital advertising, computational 
efficiency is critical. Solutions like parallelized processing and distributed computing frameworks, 
such as Apache Spark, can help mitigate performance bottlenecks. However, these approaches add 
implementation complexity, requiring careful infrastructure planning and technical expertise. 
 
C. Optimal k-Value Selection 
Selecting an appropriate k-value involves balancing privacy and utility, which is inherently 
challenging. Higher k-values provide stronger privacy guarantees by ensuring that each record is 
indistinguishable within a larger group, but they also lead to greater information loss. Conversely, 
smaller k-values preserve data utility but weaken privacy protections [6]. 
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Optimal k-values vary depending on the use case. For instance, a healthcare RCT measuring 
treatment effects across patient demographics may require higher k-values to comply with 
regulatory requirements. In contrast, a digital advertising RCT with less sensitive data may 
tolerate lower k-values. Determining the optimal k-value often requires iterative testing. 
Researchers must evaluate the impact of varying k-values on key metrics, such as the Average 
Treatment Effect (ATE) and conversion rates, to ensure that privacy protections do not 
compromise analytical validity. 
 
Metrics such as information loss, measured using entropy or discernibility metrics, and re-
identification risk must also be considered when selecting k-values. Tools like t-Closeness and l-
Diversity can complement k-anonymity to address its limitations, helping to achieve a better 
balance between privacy and utility. 
 
 
VI. ASSUMPTIONS 
A. Consistency and Relevance of Quasi-Identifiers 
The k-anonymity framework assumes that the quasi-identifiers selected for anonymization are 
both consistent and relevant for protecting privacy. The selected quasi-identifiers, such as age, 
gender, and location, must be accurately defined and uniformly available across the dataset. 
Additionally, the quasi-identifiers should represent attributes that pose a risk of re-identification. 
If quasi-identifiers are incorrectly chosen or incomplete, the anonymization process may fail to 
provide adequate privacy protection [7]. 
 
B. Bias-Free Anonymization 
It is assumed that applying k-anonymity does not introduce significant bias into the RCT results. 
This assumption holds if generalization and suppression techniques are applied uniformly across 
treatment and control groups. However, excessive generalization can distort the distributions of 
quasi-identifiers, potentially introducing bias into causal estimates. Such distortions may affect the 
accuracy of the results, particularly in analyses that rely on detailed segmentation of quasi-
identifiers. 
 
C. Real-World Dataset Diversity 
The analysis assumes that the dataset reflects the diversity and variability of real-world 
populations. In practice, small or skewed datasets may fail to meet this assumption, leading to 
privacy risks or analytical limitations. Techniques such as synthetic data generation or data 
augmentation can help address this challenge by enhancing dataset diversity while preserving 
privacy [10]. Ensuring adequate diversity in the dataset is critical for achieving both privacy 
protection and reliable analytical outcomes. 
 
 
VII. CONCLUSION 
k-Anonymity offers a robust and practical framework for conducting privacy-preserving 
Randomized Control Trials (RCTs) without requiring the exchange of Personally Identifiable 
Information (PII). By anonymizing quasi-identifiers such as age, location, and device type, it 
mitigates the risk of re-identification while ensuring compliance with stringent privacy regulations 
like the General Data Protection Regulation (GDPR) and the California Consumer Privacy Act 
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(CCPA). This approach is particularly relevant for domains where user privacy is paramount, such 
as digital advertising, healthcare, and finance. Compared to other methods, k-anonymity provides 
a straightforward implementation with demonstrable privacy guarantees, making it a preferred 
choice for many privacy-sensitive applications. 
 
Preserving data utility is a key consideration in privacy-preserving RCTs. k-Anonymity allows 
organizations to retain the analytical value of their datasets when k-values are carefully selected. 
Moderate k-values effectively balance privacy and accuracy, ensuring that critical metrics such as 
conversion rates and Average Treatment Effect (ATE) remain minimally affected. Empirical 
studies confirm that the reduction in data utility is often negligible for moderate k-values, 
particularly in large datasets where generalization has less impact. This makes k-anonymity 
suitable for real-world RCTs, where maintaining accuracy in causal inference is crucial. 
 
While k-anonymity enhances privacy by ensuring that each record is indistinguishable within a 
group of at least k individuals, it comes with a trade-off in data granularity. Higher k-values 
provide stronger privacy protection but can obscure patterns and reduce the ability to detect subtle 
effects in small datasets. For example, aggregating age into broad ranges like 18-34 can mask 
demographic differences that may influence treatment effects. Researchers must carefully evaluate 
this trade-off based on the specific requirements of their study, dataset size, and domain. 
Advanced hybrid approaches, such as combining k-anonymity with t-closeness or l-diversity, can 
mitigate this trade-off by preserving the distribution of sensitive attributes while maintaining 
privacy. 
 
The adoption of k-anonymity in RCTs provides a strong foundation for privacy-preserving 
measurement, but there remain opportunities for further advancements. Combining k-anonymity 
with techniques such as differential privacy, which introduces noise to enhance privacy, and l-
diversity, which protects against homogeneity attacks, can offer stronger guarantees while 
maintaining analytical accuracy. Dynamic k-anonymity, which adjusts k-values based on dataset 
characteristics or privacy risks, could provide greater flexibility and minimize information loss. 
Developing computationally efficient algorithms for achieving k-anonymity in real-time would 
enable its use in fast-paced domains such as digital advertising, where rapid data processing is 
essential. Extending k-anonymity to high-dimensional and multi-modal datasets is critical for 
machine learning and big data analytics, where diverse quasi-identifiers must be anonymized 
without compromising analytical utility. Finally, conducting large-scale empirical studies across 
industries such as healthcare, finance, and digital marketing will help validate the performance of 
k-anonymity in preserving both privacy and data utility, strengthening its adoption in practice. 
 
k-Anonymity is highly scalable, making it suitable for large datasets generated in domains such as 
digital advertising, healthcare, and financial services. Advances in computational frameworks like 
Apache Spark and Hadoop facilitate the efficient implementation of k-anonymity for datasets 
containing millions of records. This scalability enables organizations to meet privacy regulations 
while continuing to derive insights from user-level data. 
 
In digital advertising, for instance, k-anonymity can anonymize user attributes such as age, 
gender, and location before conducting RCTs to measure campaign performance. Similarly, in 
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healthcare, patient-level data can be anonymized to comply with regulations like HIPAA while 
enabling the evaluation of treatment outcomes across demographic groups. These examples 
highlight the versatility and practicality of k-anonymity as a privacy-preserving tool for diverse 
applications. 
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